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PREFACE

The series of Italian Workshops on the Physics of ATLAS and CMS was

established in 2003 with its first edition in Pisa from June 10th to 11th following the

example of the series of Italian Workshops devoted to the LEP physics. The second

edition took place in 2004 in Napoli, from October 13th to 15th, in the Conference Hall

of the University “Federico II” in the Monte Sant’Angelo campus.

The aim of the meeting was to offer the Italian community of physicists, both

experimentalists and theoreticians, the opportunity to discuss about the physics of the

LHC project, in particular about the difficulties the ATLAS and CMS experiments

have to face during the commissioning of the experimental apparata and the first

year(s) of data-taking when the detectors will not be in their final stage and the LHC

machine will not reach its full luminosity.
The structure of the Workshop was based on three days of plenary sessions.

The first day was dedicated to talks of general interest in order to review the
perspectives on the first years of LHC physics from both the experimentalists and
theoreticians points of view, the status of the current high energy experiments at
Tevatron hadron collider and the Monte Carlo and Computing challenges for the new
era. The talks of the second day were more “experiment-oriented” reporting the
trigger strategies and the physics tools for particle reconstruction and identification.
The status of physics studies in both the experiments was also discussed with special
emphasis on the physics of the Standard Model and Beyond. These talks were
attributed, as in the first edition, to two young physicists one from ATLAS and the
other from CMS collaborations; they collaborated in the preparation of the talks
sharing the presentation and discussion responsibilities. This structure had, as in the
past, a very good feedback from the audience and allowed a closer collaboration
between the two experiments. The status of theoretical QCD was the main topic of the
final day. A round table discussion, chaired by Gigi Rolandi, closed the meeting with
a discussion, among many other items, on the perspectives of the High Energy
Physics for the young generation of researchers.

The social program included of a visit to the museum of “La Città della
Scienza” (http://www.cittadellascienza.it) and a dinner to the restaurant “La

Sacrestia” where a selection of typical Neapolitan food was offered to our guests.
The formula of the workshop raised enthusiastic reactions in the Italian High

Energy Physics community such to convince Lorenzo Foà and his colleagues from
Pisa to continue the series. The third edition will be hosted in Bari in October 2005.

The conference has been sponsored by the Istituto Nazionale di Fisica

Nucleare (INFN), by the Dipartimento di Fisica of the “Federico II” University of

Naples and by Regione Campania.

We wish to express our gratitude to Nicoletta de Pertis’ “Studio Congressi”

agency that made an excellent job in the preparation of the workshop and during the

meeting itself.
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We are also grateful to INFN and Dipartimento di Fisica secretariats for the 

help they gave us. The preparation of a conference is a very difficult task and we are 

sure that everything would have been easier if Mirella Russo, in charge of the 

organization of many conferences for the INFN Napoli, were still among us. 

The conference proceedings, as well as the presentations, are available on the 

web at http://wifac.na.infn.it. 
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LHC PHYSICS: THE FIRST ONE–TWO YEAR(S) ...

Fabiola Gianotti and Michelangelo Mangano
CERN, PH Department, Geneva, Switzerland

Abstract

We discuss the strategy to commission the LHC experiments and under-
stand standard physics at

√
s = 14 TeV before data taking starts and in the

early phases of the LHC operation. In particular, we review the various steps
needed to understand and calibrate the ATLAS and CMS detectors, from con-
struction quality checks, to beam tests, to cosmics runs, to first collisions. We
also review the preparation and tuning of Monte Carlo tools, and present a few
examples of physics goals for integrated luminosities of up to a few fb−1.

1 Introduction

When the LHC will start providing data to the experiments, unprecedented op-

portunities to explore the frontier of high energy physics as we know it today

will suddenly become available 1). It will take some time before the accel-

erator ramps up in luminosity and the Collaborations debug and understand

3-26



4 F. Gianotti and M. Mangano

Figure 1: Production rates for heavy quark pairs, as a function of the quark
mass, at the Tevatron (dashed) and at the LHC (solid), during one year of data
taking at 1032cm−2s−1, and assuming a detection efficiency of 1%.

luminosity already accumulated by UA1 and UA2. Over 100nb−1 would have

been necessary to improve on, say, the top quark search, as the production cross

section at the Tevatron was “only” a factor of 10-20 larger than at CERN, in

the relevant range of masses.

When the LHC will start, the situation will be much more like that at the

time of the Sp̄pS turn on. In spite of the multi-fb−1 luminosity which we expect

CDF and D0 to collect by that time, rates for new particles (heavy quarks,

gluinos, new gauge bosons, etc.) with mass beyond the discovery reach of the

Tevatron will allow their abundant production already with typical start-up

luminosities of 1% of the design, namely L ∼ 1031−32cm−2s−1. This is clearly

shown in fig. 1, which plots the production rate for pairs of new heavy quarks

(already at the rather low mass of the top quark the rate at the LHC is over 100

times larger than at the Tevatron!). Knowing that cross sections for gluinos

are typically one order of magnitude larger than for quarks of equal mass,

this figure gives also a clear picture of the immense Supersymmetry (SUSY)

discovery potential of early LHC data!

So, we have phase-space, we have large rates for new physics. But should

we seriously expect something to show up at the LHC energy scale and at and

luminosities reachable early on? The Tevatron and LEP’s heritage is a strong

confirmation of the Standard Model (SM), and at the same time an apparent

paradox 4), illustrated in the following paragraphs. Electroweak (EW) preci-

sion tests and the value of the top mass are consistent with, and require, a

rather light Higgs mass: mH = 117+45

−68
GeV; EW radiative corrections in the
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SM, integrated up to a scale Λ, shift the bare value of mH by:

δm2
H =

6GF Λ2

√
2π2

(m2
t−

1

2
m2

W−1

4
m2

Z−
1

4
m2

H) ∼ (115 GeV)2
(

Λ

400 GeV

)2

. (1)

The integration in principle can extend up to very large values of Λ, where

new particles may appear, changing eq. (1). As Λ gets significantly larger than

400 GeV, however, the presence of a counterterm (CT) should be assumed, to

ensure that the overall value of mH is consistent with its bounds. This CT

can be interpreted as a low-energy manifestation of the physical mechanisms

which, at some scale Λ, modify eq. (1). Ensuring that the residual of the

cancellation between eq. (1) and the CT is in the 100 GeV range, however,

forces a fine tuning which becomes more and more unbelievable as Λ grows.

Assuming that no new physics appears before the GUT scale of 1016 GeV would

lead to a level of fine tuning of 10−28! By and large theorists believe that this

is unlikely enough to call for the existence of new physics at scales in the

range of 1–few TeV, so as to maintain the fine tuning level to within O(10−3).

This belief however clashes (and this is where the paradox arises) with the

staggering agreement between EW data and the SM. The inclusion of generic

new physics, parameterized in terms of low-energy effective couplings between

the SM particles, and the analysis of the effects induced on EW observables,

set lower limits to the scale Λ in the range of 5-10 TeV 5), at the extreme limit

of the fine-tuning window. The solution to the paradox could only be obtained

with new physics which cancels the large radiative contributions to mH and,

at the same time, manages to leave all other EW parameters and observables

unaffected. SUSY provides one such example! The cancellation of large loop

effects between SM particles and their SUSY partners modifies eq. (1) and leads

to an upper limit on mH , given in a simplified approximation here:

m2
H

<∼ m2
Z +

3GF m4
t√

2π2
log

(
m2

t̃

m2
t

)
(2)

where m2

t̃
is the average squared mass of the two stop states. At the same time,

the structure of the theory is such that indeed generic choices of the SUSY

parameters, consistent with current experimental limits on new particles, lead

to negligible effects in the EW observables. In the minimal realization of SUSY

(MSSM), when eq. (2) is improved with 2-loop and non-logarithmic corrections,



the experimental limit on mH pushes however the scale of SUSY in the multi-

TeV domain. Once again this is at the edge of being acceptable as a “natural”

solution to the fine-tuning problem, and for many theorists the room left for

SUSY is becoming too tight. As a result, new scenarios for EW symmetry

breaking, particularly some where the upper limits on the Higgs mass are looser

compared to the MSSM, have been proposed (as reviewed in 4)).

While these alternative scenarios could take much longer to be identified

experimentally, the SUSY framework provides a strong and appealing physics

case for possible early discovery, and therefore should be given maximum pri-

ority in the planning for the first data analyses. SUSY is in fact expected

to manifest itself with abundant and striking signals, such as the production

of multijets with large missing transverse energy ( /ET ), multileptons (possibly

same-charge), or prompt photons with large /ET . Because of rates, background

levels, and nature of the observables, searches for SUSY are expected to be less

demanding from the experimental point of view than the quest for the Higgs

in the mH < 140 GeV range. In addition, SUSY provides a natural candidate

for dark matter, namely the lightest neutralino χ0
1, the neutral SUSY partner

of the photon and Z. Proving the direct link between dark matter and SUSY

would be, perhaps even more than the Higgs discovery, the flagship achievement

of the LHC! Last but not least, an early detection of SUSY could immediately

provide clear directions to the field of experimental high-energy physics, and

allow a robust planning for future facilities.

3 Machine start-up scenario

According to the present LHC schedule (see 6) for more details), the machine

will be cooled down in Spring 2007, and will then be commissioned for a few

months starting with single beams. A first run with colliding beams is expected

in the second half of 2007, and will likely be followed by a shut-down of a

few months, and then by a seven-month physics run in 2008 at instantaneous

luminosities of up to 2 × 1033 cm−2 s−1.

There are several uncertainties on this plan (in particular because of the

recent problems with the production of the cryogenic line) and on how the

machine commissioning and performance will actually evolve. Therefore we

assume here that the integrated luminosity collected by the end of 2008 will

range between a very modest 100 pb−1 per experiment and a very ambitious

F. Gianotti and M. Mangano 7
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10 fb−1 per experiment, and we discuss the LHC physics potential for this

range.

4 Initial detectors and initial performance

The first question to address is which detectors will be available at the begin-

ning. Indeed, because of missing resources, and in some cases of construction

delays, several components of ATLAS and CMS will not be complete at the be-

ginning of data taking. ATLAS will start with two pixel layers (instead of three)

and without Transition Radiation Tracker in the region 2 < |η| < 2.4. CMS

will start without muon trigger chambers (RPC) in the region 1.6 < |η| < 2.1

and without the fourth layer of the end-cap muon chambers. Furthermore, the

CMS end-cap electromagnetic calorimeter and pixel detector will be installed

during the shut-down period after the 2007 run. In addition, in both exper-

iments part of the high-level trigger and data acquisition processors will be

deferred, with the consequence that the output rate of the level-1 trigger will

be limited to 50 kHz (instead of 100 kHz) in CMS and to 35 kHz (instead of

75 kHz) in ATLAS.

The impact of this staging on physics will be significant but not dramatic.

The main loss is a descoped B-physics programme because, due to the reduced

level-1 bandwidth, the thresholds of the single-muon triggers will have to be

raised from a few GeV (as originally chosen to address B-physics studies) to

pT =14-20 GeV.

The second question concerns the detector performance to be expected

on “day 1”, i.e. at the moment when data taking starts. Some predictions,

based on construction quality checks, on the known precision of the hardware

calibration and alignment systems, on test-beam measurements and on sim-

ulation studies, are given in tab. 1 for illustration. The initial uniformity of

the electromagnetic calorimeters (ECAL) should be at the level of 1% for the

ATLAS liquid-argon calorimeter and 4% for the CMS crystals, where the dif-

ference comes from the different techniques and from the limited time available

for test-beam measurements in CMS. Prior to data taking, the jet energy scale

may be established to about 10% from a combination of test-beam measure-

ments and simulation studies. The tracker alignment in the transverse plane is

expected to be known at the level of 20 µm in the best case from surveys, from

the hardware alignment systems, and possibly from some studies with cosmic



Table 1: Examples of expected detector performance for ATLAS and CMS at
the time of the LHC start-up, and of physics samples which will be used to
improve this performance.

expected performance data samples (examples)
on “day 1” to improve the performance

ECAL uniformity ∼1% (∼4%) minimum-bias, Z → ee
in ATLAS (CMS)

electron energy scale 1-2% Z → ee
HCAL uniformity 2-3% single pions, QCD jets
jet energy scale ≤10% Z(→ ��)+jet,

W → jj in tt events
tracker alignment 20-200 µm in Rφ generic tracks,

isolated µ, Z → µµ

muons and beam halo events.

This performance should be significantly improved as soon as the first

data will be available (see last column in tab. 1) and, thanks to the huge

event rates expected at the LHC, the ultimate statistical precision should be

achieved after a few days/weeks of data taking. Then the painful battle with

the systematic uncertainties will start. This is illustrated in fig. 2 which shows

that, by measuring the energy flow in about 18 million minimum-bias events

(which can be collected in principle in a few hours of data taking), the non-

uniformity of the CMS ECAL should be reduced from the initial 4% to about

1.5% in the barrel region. Therefore the systematic limit coming from the

non-uniformity of the upstream tracker material will be hit very quickly.

5 Strategy to achieve the goal detector performance

Are the performance expectations presented in the previous section realistic?

This is discussed below with the help of a concrete example.

The ATLAS and CMS detectors have been subject to stringent require-

ments and detailed quality controls at the various steps of the construction

phase. Extensive test-beam measurements have been performed with proto-

type and final detector modules, which have also allowed the validation of the

simulation packages (e.g. GEANT4) used for instance to extrapolate the de-

tector response from the test-beam to the collider environment. Such detailed

F. Gianotti and M. Mangano 9
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Figure 2: Inter-calibration precision of the CMS electromagnetic calorimeter

achievable with 18 million minimum-bias events 7), as a function of rapid-
ity (open symbols). The closed symbols show the limit coming from the non-
uniformity of the upstream material.

checks and tests represent an unprecedented culture in our field. In addition, in

situ commissioning and calibrations after installation in the pits will be needed

to understand the experiments as a whole, to account for the presence of e.g.

upstream material and magnetic field, to cure long-range effects, etc. These

calibrations will be based on cosmic muons, beam-halo muons and beam-gas

events during the pre-collision phase (i.e. in the first half of 2007, during the

machine cool-down and single-beam commissioning). Then, as soon as first

collisions will be available, well-known physics samples (e.g. Z → �� events,

see tab. 1) will be used.

As an example of the above procedure, the case of the ATLAS lead-

liquid argon electromagnetic calorimeter 8), for which the construction phase

is completed, is discussed below.

One crucial performance issue for the LHC electromagnetic calorimeters

is to provide a mass resolution of about 1% in the hundred GeV range, needed

to observe a possible H → γγ signal as a narrow peak on top of the huge γγ

irreducible background. This requires a response uniformity, that is a total con-

stant term of the energy resolution, of ≤0.7% over the full calorimeter coverage

(|η| < 2.5). Achieving this goal is challenging, especially at the beginning, but

is necessary for a fast discovery, and can hopefully be accomplished in four

steps:

• Construction quality. Test-beam measurements performed with proto-
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upstream material and magnetic field, to cure long-range effects, etc. These

calibrations will be based on cosmic muons, beam-halo muons and beam-gas

events during the pre-collision phase (i.e. in the first half of 2007, during the

machine cool-down and single-beam commissioning). Then, as soon as first

collisions will be available, well-known physics samples (e.g. Z → �� events,

see tab. 1) will be used.

As an example of the above procedure, the case of the ATLAS lead-

liquid argon electromagnetic calorimeter 8), for which the construction phase

is completed, is discussed below.

One crucial performance issue for the LHC electromagnetic calorimeters

is to provide a mass resolution of about 1% in the hundred GeV range, needed

to observe a possible H → γγ signal as a narrow peak on top of the huge γγ

irreducible background. This requires a response uniformity, that is a total con-

stant term of the energy resolution, of ≤0.7% over the full calorimeter coverage

(|η| < 2.5). Achieving this goal is challenging, especially at the beginning, but

is necessary for a fast discovery, and can hopefully be accomplished in four

steps:
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types of the ATLAS ECAL in the early ’90s showed that a 1% excess

in the thickness of the lead plates produces a drop of the calorimeter re-

sponse by 0.7%. Therefore, in order to keep the maximum response non-

uniformity coming from the detector mechanics alone below 0.3%, the

thickness of the lead plates must be uniform to about 0.5%, i.e. ∼10 µm.

This goal has been achieved, as shown in fig. 3.

• Test-beam measurements. About 15% of the final calorimeter modules

have been exposed to electron beams, in order to verify the construction

uniformity and to prepare correction factors to the detector response.

Figure 4 shows the results of a position scan of one module performed with

high-energy test-beam electrons. For all tested modules, the response

non-uniformity was found to be about 1.5% before correction, i.e. at the

exit of the construction chain, and better than 0.7% after calibration with

test-beam data.

• Pre-collision phase. Before data taking starts, the calorimeter calibration

can be checked in situ with physics-like signals by using cosmic muons.

Table 2 shows the expected rates of cosmics in ATLAS 9) as obtained from

a full simulation of the detector inside the underground cavern (including

the overburden, the access shafts and the surface buildings). These results

have also been validated by direct measurements of the cosmics flux in the

pit made with a scintillator telescope. It can be seen that rates between
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Figure 4: Energy response of one module (of size ∆η × ∆φ = 1.4 × 0.4) of the
ATLAS barrel ECAL, as a function of rapidity, as measured from a scan with
test-beam electrons. The various symbols indicate different φ rows.

0.5 Hz and 30 Hz are expected, depending on the requirements on the

muon trajectory. Therefore, in about three months of cosmics runs in

2007 during the machine cool-down and commissioning, a few million

events should be collected, a data sample large enough to catalog and fix

several problems, gain operational experience, check the relative timing

and position of the various sub-detectors, etc., hopefully in a more relaxed

environment than during the collision phase.

In particular, for what concerns the electromagnetic calorimeter, the

signal-to-noise ratio for muons is large enough (S/N ∼ 7 from test-

beam measurements) that cosmic muons can be used to check the cali-

bration uniformity of the barrel calorimeter as a function of rapidity. The

calorimeter is equipped with an electronics calibration system delivering

pulses uniform to 0.25%. However, the calibration signals and the physics

signals do not have exactly the same shape, and the difference depends

on the rapidity of a given calorimeter cell. This induces a non-uniformity
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Table 2: Expected rates of cosmic muons in ATLAS for various requirements
on the muon trajectory, as obtained from a full simulation of the detector inside
the pit.

topology rate (Hz) comments

through-going muons ∼ 25 muons giving hits
on top and bottom RPC’s

and in inner detector
close to interaction vertex ∼ 0.5 muons passing within

|z| < 60 cm and R < 20 cm
from the interaction centre

useful for ECAL calibration ∼ 0.5 muons with |z| < 20 cm,
Ecell > 100 MeV

of the ECAL response to incident particles as a function of η. Test-beam

studies show that the expected sample of cosmic muons is large enough

to allow measurements of these effects down to the 0.5% level.

• First collisions. As soon as first collider data will be available, Z → ee

events, which are produced at the rate of ∼1 Hz at a luminosity of

1033 cm−2 s−1, will be used to correct long-range response non-uniformities

from module to module, possible temperature effects, the impact of the

upstream material, etc. Full simulation studies indicate that, since the

calorimeter is already quite uniform on “day 1” by construction and

thanks to the previous steps, about 105 Z → ee events should be suf-

ficient to achieve the goal overall constant term of 0.7%. In addition,

this Z → ee sample should fix the absolute energy scale to about 0.5%.

Therefore, after a few weeks of data taking the ATLAS ECAL should in

principle be fairly well calibrated.

As an academic exercise, one could consider a very pessimistic (actually

unrealistic...) scenario. That is, ignoring the results and expectations discussed

above, one could assume that no corrections (neither based on test-beam data,

nor using Z → ee events) will be applied. In this case, the intrinsic calorimeter

constant term would be given by the uncorrected non-uniformity from detector

construction (measured to be ∼1.5%, as mentioned above), to which another

∼1.5% from uncorrected material effects has to be added. This would give a

F. Gianotti and M. Mangano 13
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total constant term of the energy resolution of about 2% instead of 0.7%. As

a consequence, the significance of a H → γγ signal would be reduced by about

30%, and a factor 1.7 more integrated luminosity would be needed to achieve

the same sensitivity.

6 How well will LHC physics and Monte Carlos be known before
data taking starts?

While we cannot anticipate which new physics is waiting for us at the LHC, we

do know that there is plenty of SM processes to be observed. In many cases,

these processes offer themselves the potential for important measurements (e.g.

improved determinations of the W and top-quark masses, parton densities).

More in general, they will provide dangerous backgrounds to most signals of

new physics. A solid physics programme at the LHC will therefore require a

robust understanding of SM processes, and of QCD in particular. Significant

improvements have taken place in the past few years, as reviewed in 10) and

shortly summarized here.

By far the cleanest process in pp collisions, theoretically as well as ex-

perimentally, is the production of W and Z bosons. In addition to the full

NNLO predictions for the total cross sections, achieved long ago 11), NNLO

calculations for the experimentally more interesting rapidity distributions have

recently been obtained 12), reducing the intrinsic theoretical uncertainty for

Drell-Yan cross sections to the level of 1-2%. At this level of accuracy, EW

effects start playing a role, as recently evaluated in 13), and a precise knowl-

edge of the parton densities (PDF) becomes essential. Progress in this field, in

addition to the availability of much more accurate data from HERA 14), has

been driven by the development of formalisms which allow a proper account of

systematic uncertainties 15).

The production of tt̄ pairs, which at the Tevatron represents a rather

exotic signature, will become at the LHC a dangerous background, with an

inclusive rate of the order of 1 Hz. The cross section is known from theory with

an accuracy of about 5% 16), enough to allow an indirect estimate of the top

mass with an accuracy of ±2 GeV (excluding experimental uncertainties). The

ability to precisely model the structure of the final states has improved recently

with the development of the MC@NLO code, where the complete NLO parton-

level matrix elements are consistently incorporated in a full shower Monte Carlo



(MC) 17). Also the description of bottom quark production appears now to

be under better theoretical control, after improvements in the inputs of the

calculations (fragmentation functions and resummation of large logarithms)

have led to excellent agreement 18) with the most recent results from CDF 19).

Complex multijet topologies can be described today more reliably, thanks

to recent advances in the calculation of multiparton final states 20), their in-

clusion in parton level codes 21, 22), and the development of techniques to

deal with the problem of properly merging with shower MCs 23). In addition,

the well known and tested shower MC codes which dominated the LEP and

Tevatron era are being updated, with inclusion of better algorithms for the

development of the shower or for the description of the underlying event 24).

Validation of these new tools using Tevatron data will be possible before

the LHC starts, but only the very large statistics and the huge dynamic range

of the LHC will allow complete studies and proper tunings.

7 Early physics goals and measurements

Table 3 shows the data samples expected to be recorded by ATLAS and CMS

for some example physics processes and for an integrated luminosity of 10 fb−1.

The trigger selection efficiency has been included. Already over the first year

(even days in some cases) of operation, huge event samples should be available

from known SM processes, which will allow ATLAS and CMS to commission

the detectors, the software and the physics itself, and also from several new

physics scenarios. We stress that this will be the case even if the integrated

luminosity collected during the first year were to be a factor of hundred smaller,

i.e. ∼100 pb−1.

In more detail, the following goals can be addressed with such data sam-

ples1:

• Commission and calibrate the detectors in situ, as already mentioned.

Understanding the trigger performance in as an unbiased way as possible,

with a combination of minimum-bias events, QCD jets collected with

1It should be noted that the total amount of data recorded by each ex-
periment in one year of operation corresponds to about 1 Petabyte, which
represents an unprecedented challenge also for the LHC computing and offline
software.

F. Gianotti and M. Mangano 15
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Table 3: For some physics processes, the numbers of events expected to be
recorded by ATLAS and CMS for an integrated luminosity of 10 fb−1 per ex-
periment.

channel recorded events per experiment for 10 fb−1

W → µν 7 × 107

Z → µµ 1.1 × 107

tt → µ + X 0.08 × 107

QCD jets pT >150 GeV ∼ 107 (assuming 10% of trigger bandwidth)
minimum bias ∼ 107 (assuming 10% of trigger bandwidth)
g̃g̃, m (g̃)∼1 TeV 103 − 104

various thresholds, single and dilepton samples, is going to be one of

the most challenging and crucial steps at the beginning. Z → �� is a

gold-plated process for a large number of studies, e.g. to set the absolute

electron and muon scales in the ECAL and tracking detectors respectively,

whereas tt events can be used for instance to establish the absolute jet

scale and to understand the b-tagging performance.

• Perform extensive measurements of the main SM physics processes, e.g.

cross sections and event features for minimum-bias, QCD dijet, W, Z, tt

production, etc. These measurements will be compared to the predictions

of the MC simulations, which will already be quite constrained from the-

ory and from studies at the Tevatron and HERA energies. Typical initial

precisions may be 10-20% for cross section measurements, and 5-7 GeV on

the top-quark mass, and will likely be limited by systematic uncertainties

after just a few weeks of data taking.

• Prepare the road to discoveries by measuring the backgrounds to possible

new physics channels. Processes like W/Z+jets, QCD multijet produc-

tion and tt are omnipresent backgrounds for a large number of searches

and need to be understood in all details. In addition, dedicated control

samples can be used to measure specific backgrounds. For instance, ttjj

production, where the jets j are tagged as light-quark jets, can be used

to gauge the irreducible ttbb background to the ttH → ttbb channel.

As an example of initial measurement with limited detector performance,

fig. 5 shows the reconstructed top-quark signal in the gold-plated tt → bjj b�ν
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Figure 5: Three-jet invariant mass distribution for events selected as described
in the text, as obtained from a simulation of the ATLAS detector. The dots
with error bars show the expected signal from tt events plus the background, the

dashed line shows the W+4-jet background alone (ALPGEN Monte Carlo 22)).
The number of events corresponds to an integrated luminosity of 150 pb−1.

semileptonic channel, as obtained from a simulation of the ATLAS detector.

The event sample corresponds to an integrated luminosity of 150 pb−1, which

can be collected in less than one week of data taking at L = 1033 cm−2 s−1.

A very simple analysis was used to select these events, requiring an isolated

electron or muon with pT > 20 GeV and four and only four jets with pT >

40 GeV. The invariant mass of the three jets with the highest pT was then

plotted. No kinematic fit was made, and no b-tagging of some of the jets

was required, assuming conservatively that the b-tagging performance would

not have been well understood yet. Figure 5 shows that, even under these

over-pessimistic conditions, a clear top signal should be observed above the

background after a few weeks of data taking (30 pb−1 would be sufficient). In

turn, this signal can be used for an early validation of the detector performance.

For instance, if the top mass is wrong by several GeV, this would indicate a

problem with the jet energy scale. Furthermore, top events are an excellent

sample to understand the b-tagging performance of ATLAS and CMS. It should

be noted that, unlike at the LHC, at the Tevatron today the statistics of tt

events is not sufficient to use these samples for detector calibration purposes.

8 Early discoveries

Only after the three steps outlined in section 7 will have been fully addressed

can the LHC experiments hope to extract a convincing discovery signal from

their data. Three examples of new physics are discussed briefly below, ranked
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by increasing difficulty for discovery in the first year(s) of operation: an easy

case, namely a possible Z ′ → e+e− signal, an intermediate case, SUSY, and a

difficult case, a light Standard Model Higgs boson.

8.1 Z ′ → e+e−

A particle of mass 1-2 TeV decaying into e+e− pairs, such as a possible new

gauge boson Z ′, is probably the easiest object to discover at the LHC, for three

main reasons. First, if the branching ratio into leptons is at least at the percent

level as for the Z boson, the expected number of events after all experimental

cuts is relatively large, e.g. about ten for an integrated luminosity as low as

300 pb−1 and a particle mass of 1.5 TeV. Second, the dominant background,

dilepton Drell-Yan production, is small in the TeV region, and even if it were to

be a factor of two-three larger than expected today (which is unlikely for such

a theoretically well-known process), it would still be negligible compared to the

signal. Finally, the signal will be indisputable, since it will appear as a resonant

peak on top of a smooth background, and not just as an overall excess in the

total number of events. These expectations are not based on ultimate detector

performance, since they hold also if the calorimeter response is understood to

a conservative level of a few percent.

8.2 Supersymmetry

Extracting a convincing signal of SUSY in the early phases of the LHC opera-

tion is not as straightforward as for the previous case, since good calibration of

the detectors and detailed understanding of the numerous backgrounds are re-

quired. As soon as these two pre-requisites are satisfied, observation of a SUSY

signal should be relatively easy and fast. This is because of the huge produc-

tion cross sections, and hence event rates, even for squark and gluino masses

as large as ∼1 TeV (see tab. 3), and the clear signature of such events in most

scenarios. Therefore, by looking for final states containing several high-pT jets

and large /ET , which is the most powerful and model-independent signature if

R-parity is conserved, the LHC experiments should be able to discover squarks

and gluinos up to masses of ∼1.5 TeV in only one month of data taking at

L = 1033 cm−2 s−1, as shown in the left panel of fig. 6.

Although detailed measurements of the SUSY particle masses will likely

take several years, it should nevertheless be possible to obtain a first determi-



0

200

400

600

800

1000

1200

1400

0 500 1000 1500 2000

m0  ( GeV)

m
1/

2  (
G

eV
)

1 month,  low lumi (1 fb -1
)

1 year, low lumi (10 fb -1)

1 year, high lumi (100 fb -1
)

3 years, high lumi (300 fb -1)

g
~
(500)

g
~
(1000)

g
~
(1500)

g
~
(2000)

g
~
(2500)

g
~
(3000)

q ~
(2500)

q~
(2000)

q ~
(1500)

q ~
(1000)

q ~
(500)

h (114) mass limit

h(123)

A0 = 0 ,  tan  = 35 , µ > 0

TH

S.
 A

bd
ul

lin

LHC Point 5

10
-13

10
-12

10
-11

10
-10

10
-9

10
-8

10
-7

0 1000 2000 3000 4000
Meff (GeV)

d
/d

M
ef

f (
m

b/
40

0 
G

eV
)

Figure 6: Left: The CMS discovery potential 25) for squarks and gluinos in
mSUGRA models, parametrized in terms of the universal scalar mass m0 and
universal gaugino mass m1/2, as a function of integrated luminosity. Squark
and gluino mass isolines are shown as dot-dashed lines (masses are given in
GeV). Right: The expected distribution of the effective mass (see text) for the

SUSY signal at “Point 5” 26) of the mSUGRA parameter space (open circles),
as obtained from a simulation of the ATLAS detector. The histogram shows
the total SM background, which includes tt (solid circles), W+jets (triangles),
Z+jets (downward triangles), and QCD jets (squares).

nation of the SUSY mass scale quickly after discovery. This is illustrated in

the right panel of fig. 6, which shows the striking SUSY signal on top of the

SM background, expected at a point in the minimal SUGRA parameter space

where squark and gluino masses are about 700 GeV. The plotted variable, called

“effective mass” (Meff), is defined as the scalar sum of the event /ET and of the

transverse energies of the four highest pT jets, and thus reflects the “heaviness”

of the particles produced in the final state. More precisely, the position of the

peak of the Meff signal distribution (see fig. 6) moves to larger/smaller values

with increasing/decreasing squark and gluino masses. Therefore a measure-

ment of the signal peak position should provide a first fast determination of

the mass scale of SUSY. The expected precision is about 20% for an integrated

luminosity of 10 fb−1, at least in minimal models like mSUGRA.

A crucial detector performance issue for an early SUSY discovery is a

reliable reconstruction of the event /ET , which is a priori prone to contamina-

tion from several instrumental effects (calorimeter non-linearities, cracks in the

detector, etc.). Final states with non-genuine /ET can be rejected by requiring

the event primary vertex to be located close to the interaction centre (which

F. Gianotti and M. Mangano 19
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also helps to suppress the background from cosmic and beam-halo muons), no

jets pointing to detector cracks, and that the missing pT vector is not aligned

with any jet. The calorimeter response linearity can be understood to a large

extent by using “calibration” samples like Z(→ ��)+jet events (with � = e, µ),

where the lepton pair and the jet are back-to-back in the transverse plane, so

that the well-measured pT of the lepton pair can be used to calibrate the jet

pT scale over a large dynamic range.

Concerning the physics backgrounds (e.g. Z → νν+jets, tt production,

QCD multijet events), most of them can be measured by using control sam-

ples. For instance, Z → ��+jet production provides a normalization of the

Z → νν+jets background. More difficult to handle is the residual background

from QCD multijet events with fake /ET produced by the above-mentioned in-

strumental effects. The technique used at the Tevatron consists of normalizing

the Monte Carlo simulation to the data in the (signal-free) region at low /ET ,

and then use the Monte Carlo to predict the background in the (potentially

signal-rich) region at large /ET .

A crucial element in the ability to calibrate these backgrounds using the

theoretical MC predictions to extrapolate from the signal-free to the signal-rich

regions is the reliability of the MC themselves. As mentioned earlier, their level

of accuracy and their capability to describe complex final states, such as the

multijet topology typical of new phenomena like SUSY, have improved signifi-

cantly over the past few years 10). In some cases, the predictions obtained with

the new tools are very different from those derived in the past. In particular,

the description of multijet final states, which until the recent past could only

be achieved in a rather approximate way with shower MCs, is now performed

starting from exact matrix-element calculations of the multiparton emission

amplitudes. This typically results in higher production rates, increasing there-

fore the difficulty of extracting in a robust way the signals of new physics from

the QCD backgrounds. An example of this is shown in fig. 7: the diamond plot

represents the matrix-element prediction 22) of the Z(→ νν̄)+4jet background

to a possible multijet+ /ET SUSY signal, compared to estimates (the grey his-

togram, which also includes the contribution of /ET -mismeasurement in pure

multijet events) obtained in the past with standard shower MC simulations.

Not only is the rate larger than previously expected, but the shape of the dis-

tribution is different, and much closer to that of the signal itself. A calibration



Figure 7: Meff distributions for a potential SUSY signal (histogram), sepa-
rated into signal (dark points) and the background prediction from shower MC
(shaded histogram), compared to the Z(→ νν̄)+4jet background evaluated with
exact matrix elements (grey diamonds).

of the absolute rate using (Z → �+�−)+4jet data is still possible where the

statistics allow (up to Meff ∼ 1−2 TeV), but a validation of the MCs is clearly

required to ensure a robust extrapolation to the highest values of Meff .

8.3 Standard Model Higgs boson

The possibility of discovering a SM Higgs boson at the LHC during the first

year(s) of operation depends very much on the Higgs mass, as shown in fig. 8. If

the Higgs mass is larger than 180 GeV, discovery may be relatively easy thanks

to the gold-plated H → 4� channel, which is essentially background-free. The

main requirement in this case is an integrated luminosity of at least 5-10 fb−1,

since the signal has a cross section of only a few fb.

The low-mass region close to the LEP limit is much more difficult. The

expected sensitivity for a Higgs mass of 115 GeV and for the first good (i.e.

collected with well-calibrated detectors) 10 fb−1 is summarized in tab. 4. The

total significance of about 4σ per experiment (4+2.2
−1.3 σ including the expected

systematic uncertainties) is more or less equally shared among three channels:

H → γγ, ttH production with H → bb, and Higgs production in vector-boson

F. Gianotti and M. Mangano 21
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Figure 8: The expected signal significance for a SM Higgs boson in ATLAS as
a function of mass, for integrated luminosities of 10 fb−1 (dots) and 30 fb−1

(squares). The vertical line shows the lower limit from searches at LEP. The
horizontal line indicates the minimum significance (5σ) needed for discovery.

Table 4: For a Higgs boson mass of 115 GeV and an integrated luminosity of
10 fb−1, the expected numbers of signal (S) and background (B) events after
all cuts and signal significances (S/

√
B) in ATLAS for the three dominant

channels.

H → γγ ttH → ttbb qqH → qqττ → � + X

S 130 15 ∼ 10
B 4300 45 ∼ 10

S/
√

B 2.0 2.2 ∼ 2.7

fusion followed by H → ττ . A conservative approach has been adopted in

deriving these results. For instance, very simple cut-based analyses have been

used, and higher-order corrections to the Higgs production cross sections (the

so-called K-factors), which are expected to increase for example the gg →
H → γγ rate by a factor of about two compared to leading order, have not

been included. Nevertheless, it will not be easy to extract a convincing signal

with only 10 fb−1, because the significances of the individual channels are

small, and because an excellent knowledge of the backgrounds and close-to-

optimal detector performances are required, as discussed below. Therefore,

the contribution of both experiments, and the observation of possibly all three

channels, will be crucial for an early discovery.

The channels listed in tab. 4 are complementary. They are characterized

Figure 8: The expected signal significance for a SM Higgs boson in ATLAS as
a function of mass, for integrated luminosities of 10 fb−1 (dots) and 30 fb−1

(squares). The vertical line shows the lower limit from searches at LEP. The
horizontal line indicates the minimum significance (5σ) needed for discovery.



by different Higgs production mechanisms and decay modes, and therefore by

different backgrounds and different detector requirements. Good uniformity of

the electromagnetic calorimeters is crucial for the H → γγ channel, as already

mentioned. Powerful b-tagging is the key performance issue for the ttH channel,

since there are four b-jets in the final state which all need to be tagged in order

to reduce the background. Efficient and precise jet reconstruction over ten

rapidity units (|η| < 5) is needed for the H → ττ channel, since tagging the

two forward jets accompanying the Higgs boson and vetoing additional jet

activity in the central region of the detector are necessary tools to defeat the

background. Finally, all three channels demand relatively low trigger thresholds

(at the level of 20-30 GeV on the lepton or photon pT ), and a control of the

backgrounds to a few percent. These requirements are especially challenging

during the first year(s) of operation.

9 Conclusions

The LHC offers the potential for very interesting physics and major discoveries

right from the beginning. We note that for some standard physics processes,

a single day of data taking at L = 1033 cm−2 s−1 corresponds, in terms of

event statistics, to ten years of operation at previous machines. SUSY may

be discovered quickly, a light Higgs boson will be much more difficult to ob-

serve, unexpected scenarios and surprises may also be round the corner at an

unprecedented collider exploring a completely new territory.

The machine luminosity performance will be the crucial issue at the be-

ginning. Hopefully, an instantaneous luminosity of up to L ∼ 1033 cm−2 s−1,

and an integrated luminosity of a few fb−1 per experiment, can be achieved by

the end of 2008, as estimated by the accelerator team.

Concerning the experiments, a lot of emphasis has been given to quality

checks in the various phases of the construction and to tests with beams. The

results indicate that the detectors “as built” should give a good starting-point

performance already on “day 1”. However, a lot of data and time will be needed

to commission the detectors, the triggers and the software in situ, to reach

the performance required to address serious physics studies, to understand

standard physics and the Monte Carlo tools at
√

s=14 TeV, and to measure

the backgrounds to possible new physics processes.

The next challenge is therefore an efficient and timely detector commis-
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sioning, from cosmics runs to first collisions, where the experiments try to learn

and fix as much as possible as early as possible. In parallel, efforts to improve

and tune the Monte Carlo generators, based on theoretical developments as

well as on comparisons with data from past and present experiments, should

be pursued with vigor. Indeed, both activities will be crucial to reach quickly

the discovery phase, and to extract convincing signals of new physics in the

first year(s) of operation.
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Abstract

Standard parton shower Monte Carlos are designed to give reliable descriptions
of low-pT physics. In the very high-energy regime of modern colliders, this
may lead to largely incorrect predictions for the basic reaction processes. This
motivated the theoretical efforts aimed at improving Monte Carlos through the
inclusion of matrix elements computed beyond the leading order in QCD. I
discuss some of the ideas involved, emphasizing the role of higher-order QCD
corrections and their interplay with parton showers.

1 Introduction

Event Generators (denoted as EvG’s henceforth) have been the workhorses of

all modern experiments in high-energy physics. For good reasons: in spite

of being conceptually simple, they provide fairly good descriptions of the real
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events occurring in detectors, allowing experimenters to perform a variety of

tasks, from computing efficiencies to design strategies for achieving given mea-

surements or searches. On the other hand, EvG’s may not be the ideal tools

for predicting the physical observables with high accuracy, something that is

needed in order to – say – extracting the non-computable parameters of the

theory from data; traditionally, this task is performed by a class of codes that

can be called cross section integrators (CSI’s). In a loose sense, CSI’s can also

output events; however, such events can be used only to predict a limited num-

ber of observables (for example, the transverse momentum of single-inclusive

jets) and are not a faithful description of actual events taking place in real

detectors.

Although complementary in nature, EvG’s and CSI’s are based on the

same simple description of an elementary process (the hard subprocess), which

doesn’t even need to be a physically-observable one. To clarify this point, let us

consider a gedanken experiment which, at an imaginary accelerator that collides

45 GeV u-quarks with 45 GeV ū-quarks, observes a dd̄ quark pair produced

through the decay of a Z0. The process of interest is therefore uū → Z0 → dd̄

at 90 GeV. Any theoretical model describing this process must start from the

knowledge of its cross section

dσ(uū → Z0 → dd̄) =
1

2ŝ
|M(uū → Z0 → dd̄)|2 dΦ2 , (1)

where dΦ2 is dd̄ phase space, M is the relevant matrix element and ŝ is the

centre-of-mass energy squared. Equation (1) can be used to write an EvG or

a CSI. After sampling the phase space, i.e. choosing a point in dΦ2, one has

a complete description of the uū → dd̄ kinematics – a candidate event. The

candidate event’s differential cross section (or event weight) dσ is calculated

from eq. (1) and is directly related to the probability of this event occurring.

The information on such a probability can be exploited in two ways to get

the distributions of the physical observables: (A) the event weights may be

used to create histograms representing physical distributions, or (B) the events

may be unweighted such that they are distributed according to the theoretical

prediction. Procedure (A) is very simple and is what is done for CSI’s. A

histogram of some relevant distribution (e.g. the transverse momentum of the d

quark) is filled with the event weights from a large number of candidate events.

The individual candidate events do not correspond to anything observable but,



in the limit of an infinite number of candidate events, the distribution is exactly

the one predicted by eq. (1). Procedure (B) is a bit more involved, has added

advantages, and is what is done in EvG’s. It produces events with the frequency

predicted by the theory being modelled, and the individual events represent

what might be observed in a trial experiment—in this sense unweighted events

provide a genuine simulation of an experiment. Strictly speaking, it would

be desirable to talk about events only in the case of unweighted events; it is

important to keep in mind that CSI’s, no matter what their specific nature is,

cannot output unweighted events.

What done so far is theoretically well defined, but scarcely useful, the

process in eq. (1) being non physical. In fact: a) The kinematics of the process

is trivial; the Z0 has transverse momentum equal to zero. b) Quark beams

cannot be prepared and isolated quarks cannot be detected. Items a) and b)

have a common origin. In eq. (1) the number of both initial- and final-state

particles is fixed, i.e. there is no description of the radiation of any extra

particles. This radiation is expected to play a major role, especially in QCD,

given the strength of the coupling constant.

In the case of item a), the extra radiation taking place on top of the hard

subprocess corresponds to considering higher-order corrections in perturbation

theory. In the case of item b), it can be viewed as an effective way of describing

the dressing of a bare quark which ultimately leads to the formation of the

bound states we observe in Nature (hadronization). Thus, any EvG or CSI

which aims at giving a realistic description of collision processes must include:

i) A way to compute exactly or to estimate the effects of higher-order cor-

rections in perturbation theory. ii) A way to describe hadronization effects.

Different strategies have been devised to solve these problems. They can be

quickly summarized as follows. For higher orders: HO.1) Compute exactly

the result of a given (and usually small) number of emissions. HO.2) Estimate

the dominant effects due to emissions at all orders in perturbation theory. For

hadronization: HAD.1) Use the QCD-improved version of Feynman’s parton

model ideas (the factorization theorem) to describe the parton ↔ hadron transi-

tion. HAD.2) Use phenomenological models to describe the parton ↔ hadron

transition at mass scales where perturbation techniques are not applicable.

The simplest way to implement strategy HO.1) is to consider only those

diagrams corresponding to the emission of real particles. Basically, the number
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of emissions coincides with the perturbative order in αS. This choice forms the

core of Tree Level Matrix Element generators. These codes can be used either

within a CSI or within an EvG. A more involved procedure aims at computing

all diagrams contributing to a given perturbative order in αS, which implies

the necessity of considering virtual emissions as well as real emissions. Such

NkLO computations are technically quite challenging and satisfactory general

solutions are known only for the case of one emission (i.e., NLO). Until recently,

these computations have been used only in the context of CSI’s; their use within

EvG’s is a brand new field, and I’ll deal with it in what follows.

Strategy HO.2) is based on the observation that the dominant effects in

certain regions of the phase space have almost trivial dynamics, such that extra

emissions can be recursively described. There are two vastly different classes

of approaches in this context. The first one, called resummation, is based on

a procedure which generally works for one observable at a time and, so far,

has only been implemented in cross section integrators. The second procedure

forms the basis of the Parton Shower technique and is, by construction, the

core of EvG’s. This procedure is not observable-specific, making it more flexible

than the first approach, but it cannot reach the same level of accuracy as the

first, at least formally.

At variance with the solutions given in HO.1 and HO.2, solutions to the

problem posed by hadronization always involve some knowledge of quantities

which cannot be computed from first principles (pending the lattice solution

of the theory) and must be extracted from data. The factorization theorems

mentioned in HAD.1 are the theoretical framework in which CSI’s are defined.

Parton shower techniques, on the other hand, are used to implement strategy

HAD.2 in the context of EvG’s.

2 Event Generators at TeV Colliders

As discussed in the previous section, EvG’s and those CSI’s which are based

upon strategy HO.2 for the description of higher-order corrections (i.e. those

that implement some kind of resummation) give exactly the same description

for the observables for which the analytical computations required by the CSI’s



are feasible1, provided that the logarithmic accuracy of the shower and of the

resummation is the same. This is basically never the case; analytical resumma-

tions are more accurate than parton showers. In practice, some of the (formally

uncontrolled) higher logarithms sneak in the showers, and the effective resum-

mation performed by EvG’s is seen to give, in many cases, results which are

very close to those obtained with analytical resummation techniques. For this

reason, the so-far unknown solution of the interesting and fairly challenging

problem of improving the logarithmic accuracy of the showers would presum-

ably give only marginal effects in phenomenological predictions. On the other

hand, the improvement in the treatment of soft emissions at large angles would

have a more visible effect, although on a more restricted class of observables.

The multiple emissions of quarks and gluons performed by the showers

change the kinematics of the hard subprocess. The Z0 of eq. (1) acquires a

non-zero transverse momentum pT by recoiling against the emitted partons.

Since the parton shower is based upon a collinear approximation, one must

expect the predictions of an EvG for, say, pT (Z0) > 100 GeV to be completely

unreliable. Fortunately, the bulk of the cross section occurs at much smaller

values of pT , where EvG’s do provide a sensible description of the production

process. In the energy range involved in the collider physics program up to

now, this was sufficient for the vast majority of the experimenters’ needs.

The situation has now changed considerably. Tevatron Run II and es-

pecially LHC will feature very high-energy, high-luminosity collisions, and the

events will have many more energetic well-separated particles/jets than before.

An accurate description of these is necessary, especially in view of the fact that

signals for many beyond-the-SM models involve in fact a large number of jets,

resulting from the decay chains of particles of very high mass. The complex-

ity of the LHC environment will be such that an incorrect description of the

hard processes may even jeopardize the discovery potential of the machine, and

will certainly prevent the experiments from performing detailed studies of the

collision processes.

The collinear nature of the parton shower implies that EvG’s cannot do

well in predicting high-pT processes. The fact that the description of the hard

process is achieved using a leading-order picture, as outlined in the previous

1An alternative approach to resummation, based on numerical methods, has

been recently proposed in ref. 1).
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sections, has also a second implication: estimates of the rates (i.e., of the

number of particles to be detected by the experiments) will be largely under-

estimated, since many processes have large K factors. Troubles arise when not

only the K factors are large, but differ sizably between the various processes,

since this complicates enormously the task of normalizing the signal using the

background. It should be clear that the K factors needed here are those rel-

evant to the visible regions of the detectors. It is usually assumed that the

ratios of these is equal to ratios of the fully inclusive K factors. This crude ap-

proximation usually works decently, but may fail dramatically when a complex

kinematics is at play.

The bottom line is that the EvG’s, which have been one of the fundamen-

tal building blocks of the very successful collider physics program of the 80’s

and the 90’s, will not perform well with the new generation of experiments.

They will need either to be improved, or to be replaced.

The emphasis on large-pT emissions implies that the only candidates for

the replacement of EvG’s are the CSI’s that implement exactly the kinemat-

ics of the higher-order QCD corrections, thus performing NkLO computations

(strategy HO.1). Unfortunately, it is at present unknown how to cancel sys-

tematically, and without any reference to a specific observable, the infrared and

collinear singularities beyond NLO. Besides, the description of the hadroniza-

tion phenomena in such computations is very crude, and cannot match the

sophistication of the hadronization model implemented in EvG’s. Further-

more, as already mentioned, NkLO computations cannot output events, which

is what is absolutely needed.

Barring the possibility of replacing EvG’s with something else, the only

solution left is to improve them; the improved EvG’s will be able to predict

sensibly the large-pT emissions, without losing their capability of treating fairly

the low-pT region, performing resummations there. Clearly, since the large-pT

region is associated with higher-order diagrams, the improvement of EvG’s

will be equivalent to answering the following question: How can we insert

higher-order QCD corrections into EvG’s? As I will soon discuss, there are

two different, largely complementary ways, to solve this problem.
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3 Matrix Element Corrections and CKKW

Since the large-pT emissions are due to the real emission diagrams, the first

strategy (denoted as Matrix Element Corrections, MEC henceforth) is that

of considering only these diagrams among those contributing to higher-order

QCD corrections, in this way neglecting all the diagrams with one or more

virtual loops. In doing so, the possibility is given up of including the K factor

consistently in the computations.

The starting point for including real emission diagrams in EvG’s is that of

computing them efficiently, which includes efficient samplings of very complex

final-state phase spaces. Fortunately, techniques are known to highly autom-

atize such computations, which are nowadays performed by specialized codes

(the Tree Level Matrix Element generators), external to proper EvG’s and in-

terfaced to them in a standardized way for FORTRAN-based event generators

by the Les Houches Accord (LHA) event record 2) (the LHA standard is sup-

ported in C++ by the HepMC 3) event record). Tree-level matrix element

generators can be divided into two broad classes, which I will briefly review

below; the interested reader can find more information in ref. 4).

The codes belonging to the first class feature a pre-defined list of par-

tonic processes. Multi-leg amplitudes are strongly and irregularly peaked; for

this reason the phase-space sampling has typically been optimized for the spe-

cific process. The presence of phase space routines implies that these codes

are always able to output partonic events (weighted or unweighted). Popular

packages are AcerMC 5), AlpGEN 6), Gr@ppa 7), MadCUP 8).

The codes belonging to the second class may be thought of as automated

matrix element generator authors. The user inputs the initial and final state

particles for a process. Then the program enumerates Feynman diagrams con-

tributing to that process and writes the code to evaluate the matrix element.

The programs are able to write matrix elements for any tree level SM process.

The limiting factor for the complexity of the events is simply the power of

the computer running the program. Typically Standard Model particles and

couplings, and some common extensions are known to the programs. Many of

the programs include phase space sampling routines. As such, they are able to

generate not only the matrix elements, but to use those matrix elements to gen-

erate partonic events (some programs also include acceptance-rejection routines

to unweight these events). Codes belonging to this class are AMEGIC++ 9),
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CompHEP 10), Grace 11), MadEvent 12).

The use of one of the codes listed above allows one to generate a final-state

configuration made of hard quarks, gluons, and other non-coloured particles

such as Higgs or gauge bosons. This final state is thus not directly comparable

to what is observed in a detector. A drastic simplification is that of assuming

that there is a one to one correspondence between hard partons and physical

jets.

However, this assumption may cause problems when interfacing these

codes to EvG’s such as HERWIG 13) or PYTHIA 14); a step which is neces-

sary in order to obtain more sensible descriptions of the production processes.

In fact, a kinematic configuration with n final-state partons can be obtained

starting from n − m partons generated by the tree-level matrix element gen-

erator, with the extra m partons provided by the shower. This implies that,

although the latter partons are generally softer than or collinear to the former,

there is always a non-zero probability that the same n-jet configuration be gen-

erated starting from different (n − m)-parton configurations. Since tree-level

matrix elements do have soft and collinear singularities, a cut at the parton

level is necessary in order to avoid them2; I will symbolically refer to this cut as

ycut in what follows. Physical observables should be independent of ycut, but

they are not; the typical dependence is of leading-log nature (i.e., αk
S

log2k ycut).

To clarify this issue with a simple example, let me consider again the

hard subprocess of eq. (1), uū → Z0. One of the NLO real contributions to

this process is uū → Z0g. Events from these two processes should never be

blindly combined, since a fraction of the latter events are already included in

the former process via gluon radiation in the parton shower. Combining the two

processes without special procedures amounts to double counting some portion

of phase space.

The first approaches to the technique of MEC, which allows one to solve

the double counting problem, limited themselves to the case of at most one

extra hard parton wrt those present at the Born level 15, 16). These MEC

can be implemented either as a strict partition of phase space between two

processes, or as an event reweighting (re-evaluation of the event probability

using the matrix element) using the higher order tree level matrix element for

the related process. In either case the effect is the same: the event shapes are

2It is actually this cut that defines the “hardness” of the primary partons.



dominated by the parton shower in the low-pT region, the shapes are NLO-like

in the high-pT region, and the total cross section remains leading order (i.e.

for our example the total cross section will be the same as that for uū → Z0).

The trouble with such versions of MEC is that they can be applied only in a

very limited number of cases, which are relatively simple in terms of radiation

patterns and colour connections.

The way in which MEC can be achieved in the general case of nE extra

hard partons, with nE ≥ 1, has been clarified in ref. 17) for the case of e+e−

collisions (referred to as CKKW after the names of the authors). The idea is the

following: a) Integrate all the γ∗ → 2+nE ME’s by imposing yij > ycut for any

pairs of partons i, j, with yij = 2 min(E2
i , E2

j )(1 − cos θij)/Q2 the interparton

distance defined according to the kT -algorithm. b) Choose statistically an nE,

using the rates computed in a). c) Generate a (2 + nE)-parton configuration

using the exact γ∗ → 2+nE ME, and reweight it with a suitable combination of

Sudakov form factors (corresponding to the probability of no other branchings).

d) Use the configuration generated in c) as initial condition for a vetoed shower.

A vetoed shower proceeds as the usual one, except that it forbids all branchings

i → jk with yjk > ycut without stopping the scale evolution. Although the

selection of an nE value has a leading-log dependence on ycut, it can be proved

that this dependence is cancelled up to next-to-next-to-leading logs in physical

observables (i.e., αk
S

log2k−2 ycut), plus terms suppressed by powers of ycut. It

is clear that, in order to be internally consistent, matrix elements must be

available for any value of 2 + nE. In practice, nE ≤ 3 is a good approximation

of nE < ∞.

After CKKW proposed their implementation of MEC for e+e− collisions,

an extension to hadronic collisions has been presented, without formal proof, in

ref. 18); an alternative method for colour-dipole cascades has been presented in

ref. 19). There is a considerable freedom in the implementation of the CKKW

prescription in the case of hadronic collisions. This freedom is used to tune

(some of) the EvG’s parameters in order to reduce as much as possible the ycut

dependence, which typically manifests itself in the form of discontinuities in the

derivative of the physical spectra. A discussion on these issues, with practical

examples of the implementation of CKKW in HERWIG and PYTHIA, can be

found in ref. 20). CKKW has also been implemented in SHERPA 21); an

alternative procedure, proposed by Mangano, is being implemented in AlpGEN.
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I stress that the complete independence of ycut cannot be achieved; this

would be possible only by including all diagrams (i.e., also the virtual ones)

contributing to a given order in αS.

4 Adding virtual corrections: NLOwPS

The point made at the end of the previous section appears obvious; it is well

known, and formally established by the BN and KLN theorems, that the in-

frared and collinear singularities of the real matrix elements are cancelled by

the virtual contributions. One may in fact be surprised by the mild ycut depen-

dence left in the practical implementation of CKKW (see for example ref. 20));

however, we should keep in mind that parton showers do contain part of the

virtual corrections, thanks to the unitarity constraint which is embedded in the

Sudakov form factors. However, to cancel exactly the ycut dependence there is

no alternative way to that of inserting the exact virtual contributions to the

hard process considered. In doing so, one is also able to include consistently in

the computation the K factor. It is important to realize that this is the only

way to obtain this result in a theoretically consistent way. The procedure of

reweighting the EvG’s results to match those obtained with CSI’s for certain

observables must be considered a crude approximation (since no CSI is able to

keep into account all the complicated final-state correlations that are present

when defining the cuts used in experimental analyses).

The desirable thing to do would be that of adding the virtual corrections

of the same order as all of the real contributions to CKKW implementations.

Unfortunately, this is unfeasible, for practical and principle reasons. The prac-

tical reason is that, at variance with real corrections, we don’t know how to

automatize efficiently the computations of loop diagrams in the Minkowskian

kinematic region. The principle reason is that there’s no known way of achiev-

ing the cancellation of infrared and collinear divergences in an universal and

observable-independent manner beyond NLO. We have thus to restrict our-

selves to the task of including NLO corrections in EvG’s; I’ll denote the EvG

improved in this way as NLO with Parton Showers (NLOwPS).

The fact that only one extra hard emission can be included in NLOwPS’s

is the reason why such codes must be presently seen as complementary to MEC.

When one is interested in a small number of extra emissions, then NLOwPS’s

must be considered superior to MEC; on the other hand, for studying processes



with many hard legs involved, such as SUSY signals or backgrounds, MEC

implementations should be used. A realistic goal for the near future is that of

incorporating the complete NLO corrections to all the processes with different

nE’s in CKKW.

Before turning to a technical discussion on NLOwPS’s, let me specify

in more details the meaning of “NLO” in the context on an EvG. To do so,

let me consider the case of SM Higgs production at hadron colliders, which

at the lowest order, O(α2
S
), proceeds through a loop of top quarks which is

the only non-negligible contribution to the ggH effective vertex. When the pT

distribution of the Higgs is studied, we get what follows:

dσ

dpT

=
(
Aα2

S
+ Bα3

S

)
δ(pT ) + C(pT )α3

S
, (2)

which means ∫
∞

pmin

T

dpT

dσ

dpT

= C3α
3
S
, pmin

T
> 0 (3)

= D2α
2
S

+ D3α
3
S
, pmin

T
= 0 . (4)

In the language of perturbative computations, the result for pmin
T

> 0 would

be denoted as LO, that for pmin
T

= 0 as NLO. This is not appropriate for

EvG’s, since such a naming scheme depends on the observable considered, and

EvG’s produce events without any prior knowledge of the observable(s) which

will eventually be reconstructed. Thus, in the context of EvG’s, we generally

define NkLO accuracy with k the number of extra (real or virtual) gluons or

light quarks wrt those present at the Born level.

Apart from this, there is a certain freedom in defining NLOwPS’s. I follow

here the definitions given in ref. 22), were the NLOwPS MC@NLO was first

introduced:

• Total rates are accurate to NLO.

• Hard emissions are treated as in NLO computations.

• Soft/collinear emissions are treated as in MC.

• NLO results are recovered upon expansion of NLOwPS results in αS.

• The matching between hard- and soft/collinear-emission regions is smooth.
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• The output is a set of events, which are fully exclusive.

• MC hadronization models are adopted.

The fourth condition above defines the absence of double counting in NLOwPS’s.

In other words: An NLOwPS is affected by double counting if its prediction for

any observable, at the first order beyond the Born approximation in the expan-

sion in the coupling constant, is not equal to the NLO prediction. According to

this definition, double counting may correspond to either an excess or a deficit

in the prediction, at any point in phase space. This includes contributions from

real emission and virtual corrections.

Let me now consider a generic hard production process, whose nature I

don’t need to specify, except for the fact that its LO contribution is due to

2 → 2 subprocesses, which implies that real corrections will be due to 2 → 3

subprocesses; these conditions are by no means restrictive, and serve only to

simplify the notation. Let O be an observable whose value can be computed

by knowing the final-state kinematics emerging from the hard processes. At

the NLO, we can write the distribution in O as follows:(
dσ

dO

)
subt

=
∑
ab

∫
dx1 dx2 dφ3 fa(x1)fb(x2)

[
δ(O − O(2 → 3))M(r)

ab (x1, x2, φ3) + (5)

δ(O − O(2 → 2))
(
M(b,v,c)

ab (x1, x2, φ2) −M(c.t.)
ab (x1, x2, φ3)

)]
.

Here, M(r)

ab is the contribution of the real matrix elements, whereas M(b,v,c,c.t.)
ab

are the contributions of the Born, virtual, collinear reminders and collinear

counterterms; O(2 → n), with n = 2, 3, is the value of the observable O as

computed with 2- and 3-body final states. The form of eq. (6) is borne out

by the universal formalism for cancelling the infrared and collinear divergences

proposed in refs. 23, 24), upon which MC@NLO is based. Other equivalent

forms could be used at this point, without changing the conclusions.

In order to predict the distribution of O using an EvG, one computes the

value of O for each event generated by the shower. The most compact way of

describing how an EvG works is through the generating functional, which is

the NLO, we can write the distribution in O as follows:(
dσ

dO

)
subt

=
∑
ab

∫
dx1 dx2 dφ3 fa(x1)fb(x2)

[
δ(O − O(2 → 3))M(r)

ab (x1, x2, φ3) + (5)

δ(O − O(2 → 2))
(
M(b,v,c)

ab (x1, x2, φ2) −M(c.t.)
ab (x1, x2, φ3)

)]
.

• The output is a set of events, which are fully exclusive.

• MC hadronization models are adopted.

The fourth condition above defines the absence of double counting in NLOwPS’s.

In other words: An NLOwPS is affected by double counting if its prediction for

any observable, at the first order beyond the Born approximation in the expan-

sion in the coupling constant, is not equal to the NLO prediction. According to

this definition, double counting may correspond to either an excess or a deficit

in the prediction, at any point in phase space. This includes contributions from

real emission and virtual corrections.

Let me now consider a generic hard production process, whose nature I

don’t need to specify, except for the fact that its LO contribution is due to

2 → 2 subprocesses, which implies that real corrections will be due to 2 → 3

subprocesses; these conditions are by no means restrictive, and serve only to

simplify the notation. Let O be an observable whose value can be computed

by knowing the final-state kinematics emerging from the hard processes. At

the NLO, we can write the distribution in O as follows:



basically the incoherent sum of all possible showers

FMC =
∑
ab

∫
dx1 dx2 dφ2 fa(x1)fb(x2) F (2→2)

MC M(b)
ab (x1, x2, φ2), (6)

where F (2→2)

MC is the generating functional for parton-parton scattering, with a

2 → 2 configuration as a starting condition for the showers.

In the attempt of merging NLO and EvG, we observe that in eqs. (6)

and (6) the short distance matrix elements serve to determine the normalization

of the results, and the hard process kinematics. Such kinematics configurations

are evolved by the showers F (2→2)

MC in eq. (6), and the resulting final states

eventually used to compute the value of O. A similar “evolution” is performed

in the context of the NLO computations by the δ functions appearing in eq. (6);

clearly, the evolution is trivial in this case. However, this suggests that the

incorporation of NLO results into EvG’s may simply amount to replacing in

eq. (6) δ(O − O(2 → n)) with F (2→n)

MC , i.e. with the generating functionals

of the showers whose initial conditions are 2 → 2 and 2 → 3 hard kinematics

configurations. It should be stressed that this strategy, that I’ll call the naive

NLOwPS prescription, actually works at the LO, since eq. (6) can be obtained

from eq. (6) following this prescription, if terms beyond LO are dropped from

the latter equation.

Unfortunately, things are more complicated than this. Basically, when

F (2→2)

MC acts on M(b)
ab in the analogue of eq. (6) obtained by applying the naive

NLOwPS prescription, it generates terms that contribute to the NLO prediction

of O, which are not present in eq. (6). According to the definition given above,

this amounts to double counting. Furthermore, the weights associated with

F (2→2)

MC and F (2→3)

MC (i.e., the coefficients multiplying δ(O−O(2 → 2)) and δ(O−
O(2 → 3)) in eq. (6) respectively) are separately divergent. These divergences

are known to cancel thanks to the KLN theorem and the infrared safeness of O;

however, this happens efficiently in the case of the NLO computations, thanks

to the fact that the final-state configurations with which the values of O are

computed coincide with the hard configurations. This is not the case when the

showers are attached, since the evolutions implicit in F (2→2)

MC and F (2→3)

MC are

not correlated (and must not be so). This means that the naive prescription

outlined above, apart from double counting, requires an infinite amount of CPU

time in order for the cancellation of the infrared divergences to occur. I’ll now

show how these problems are solved in the context of MC@NLO 22, 25). We
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observe that, if the shower evolution attached to the Born contribution in the

naive prescription results in spurious NLO terms, one may try to remove “by

hand” such terms. Denoting by M(MC)

F(ab) the terms that we’ll actually remove,

the following equation holds:

M(MC)

F(ab) = F (2→2)

MC M(b)
ab + O(α2

S
αb

S
), (7)

where αb
S

is the perturbative order corresponding to the Born contribution.

Clearly, eq. (7) leaves a lot of freedom in the definition of M(MC)

F(ab) (which I

denote as MC counterterms), in that all terms of NNLO and beyond are left

unspecified. In MC@NLO, we defined the MC counterterms using eq. (7), and

requiring all terms beyond NLO to be zero. With this, we define the MC@NLO

generating functional as follows:

FMC@NLO =
∑
ab

∫
dx1 dx2 dφ3 fa(x1)fb(x2)

[
F (2→3)

MC

(
M(r)

ab (x1, x2, φ3) −M(MC)

ab (x1, x2, φ3)
)

+

F (2→2)

MC

(
M(b,v,c)

ab (x1, x2, φ2) −M(c.t.)
ab (x1, x2, φ3) +

M(MC)

ab (x1, x2, φ3)
)]

. (8)

Eq. (8) is identical to what one would have got by applying the naive NLOwPS

prescription discussed above to eq. (6), except for the fact that the short-

distance coefficients have been modified by adding and subtracting the MC

counterterms; for this reason, MC@NLO is said to be based upon a modified

subtraction method. At the first glance, it may appear surprising that the MC

counterterms have been added twice, with different signs, since their role is that

of eliminating the spurious terms arising from the evolution of the Born term.

However, this is what they do indeed. In fact, the evolution of the Born term

also includes a contribution due to the so-called non-branching probability, i.e.

the probability that nothing happens. This corresponds to a would-be deficit

of the naive NLOwPS prediction, which is taken into account by our definition

of double counting.

Remarkably, the solution of the problem of double counting also solves

the problem of the cancellation of the infrared and collinear divergences in a

finite amount of time. In fact, the weights attached to the two generating func-

tionals on the r.h.s. of eq. (8) are now separately finite locally in the phase



space. This is so since the showers are constructed to reproduce the behaviour

of the collinear emissions as predicted by perturbation theory, and this in turn

implies that the MC counterterms locally match the singular behaviour of the

real matrix elements, hence the name “counterterms” (there are subtleties due

to the peculiar treatment of soft emissions in showers, which are technically

too involved to be discussed here; the interested reader can find all the details

in ref. 22)). This fact also implies that MC@NLO produces events identical in

nature to those of standard EvG’s, since unweighting can be performed at the

level of short-distance contributions. As a consequence, the convergence prop-

erties (i.e., the smoothness of the physical distributions) are much better than

those of the corresponding NLO codes; typically, to achieve the same level of

fluctuations, MC@NLO has to sample the phase space about 50 times less than

the NLO code from which it is derived. This pattern is followed by all of the pro-

cesses so far implemented in MC@NLO, whose (growing) list can be found with

the package at http://www.hep.phy.cam.ac.uk/theory/webber/MCatNLO/.

An important point to stress is that the computation of the MC coun-

terterms requires a detailed knowledge of what the EvG does when performing

the shower. This means that the MC counterterms are specific to a given

Monte Carlo implementation: those corresponding to HERWIG differ from

those corresponding to PYTHIA. Presently, MC@NLO can only be interfaced

to HERWIG, since only the MC counterterms relevant to HERWIG have been

computed. It is also worth mentioning that the form of the MC countert-

erms doesn’t depend on the hard process considered; thus, their computation

is performed once and for all. A second point is that NLOwPS’s are in general

not positive definite, i.e. a fraction of the generated events will have negative

weights. Fortunately, this fraction is fairly small, and future work may lead to

its further reduction.

In spite of attracting a considerable amount of theoretical interest in the

past few years, at the moment there are only a couple of codes, plus MC@NLO,

that can be used to produce actual events in hadronic collisions. Phase-space

veto has been introduced in ref. 26), elaborating on an older idea presented

in ref. 27), and applied to Z0 production. The approach is interesting since

no negative-weight events are produced. However, as shown in ref. 22), this is

obtained at the price of double counting in certain regions of the phase space.

Although the practical impact of such double counting seems to be modest for
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the physical process considered, it remains to be seen how the method can be

generalized in order to treat processes more complicated from the point of view

of kinematics and colour configurations. The code grcNLO 28) is characterized

by the numerical computation of all the matrix elements involved. In order not

to do double counting, the short distance cross sections have to be interfaced

with an ad-hoc shower, i.e., the interfacing with HERWIG or PYTHIA does

produce double counting. The method has so far been applied to Z0 production,

and efforts are being made in order to implement Z0 + 1 jet production.

5 Conclusions

The new event generators include many theoretical ideas developed in the last

few years, and represent a significant improvement with respect to the Monte

Carlo’s of the 80’s and the 90’s. Such an improvement is necessary in order

for the new generators to give a correct description of the production processes

involved in Tevatron Run II and LHC physics.
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Abstract

In the last two years the High Energy Physics (HEP) community has completed
the transition from simulation programs based on Geant3 to the new Geant4
framework. The status of the current understanding and the comparison with
test beam data is presented, outlining a possible strategy for the continuation
of the effort.

1 Introduction

The realization of simulation programs for the soon-to-come LHC experiments

presents huge problems, due to the complexity of the apparata and to the high

multiplicity events which will contaminate the trigger event.

In this review, I try and sketch the evolution of such simulation programs

from the Fortran Geant3 1) framework, to the new C++ Geant4 2) framework.

The current status of physics validation is then presented.
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2 From Geant3 to Geant4

The previous HEP experiments, e.g. the LEP ones, had simulation programs

based on Geant3, a Fortran framework for the simulation of the interactions of

particles with matter, developped starting from 1982 for the OPAL 3) experi-

ment.

The success of the LEP physics program for precision measurements,

where the availability of a detailed Monte Carlo simulation is unavoidable,

shows that the Geant3 framework could fulfill to the expectations.

In 1993 a parallel project started to port the Geant3 code to C++; at the

same time, any further development of Geant3 was stopped to focus the efforts

on the new product.

The transition from Fortran to C++ was needed since C++ was already

understood as the language for the LHC experiments; moreover, recent tech-

niques of computer science were claiming an easier control of the code base and

an easier release sequence.

3 About Physics Validation

The complete validation of the Geant4 framework by the experiments is a long

and complex process. It involves

• validation of the components (geometry building, beam simulation, in-

terface to generators, interface to databases);

• validation of physics (hadronic physics, elecromagnetic physics);

• validation of performance (C++ is known to be slower than Fortran, and

possibly more prone to crashes).

The first type of validation is more interesting for Computer Scientists,

having not much to do with physics itself. The second point is the core of the

problem and is covered in details in the next sections. The third one is again

not really linked to physics, but is utterly important when massive productions

have to be carried out.



4 Physics Validation

A physics validation program must be based on the comparison of Geant4

simulations with real data. A comparison Geant3 vs Geant4 does not have

much sense here, since, at least in principle, Geant4 should be superior to

Geant3 a priori, since it incorporates 10 years of further studies.

A comparison with data, on the other hand, is much more complicated

from the practical point of view. Test beam data, for example, is often taken

with non final detectors and electronics, and in unstable situations (beam,

environment ...). Any attempt to extract valuable information about the un-

derline physics must address and simulate this problems before drawing any

conclusion.

Then, when can be a physics validation program considered accomplished?

Various definitions could be used, but one seems natural: a physics simulation

can be considered adeguate if any systematic errors introduced by residual dis-

crepancies in a benchmark analysis (after proper calibration) is not the domi-

nant one on the total error.

4.1 Hadronic Physics

In Geant4 a single hadronic model valid for all processes and energies is not

available; instead, a collection of models is present, which cover a wide range

of use cases.

Moreover, various models can be available for the same energy range.

Differences can be in the modelling, either based on theoretical arguments or

fits to existing data, in speed and in accuracy. While in principle the user is

entitled to build the hadronic model combining model with different validity

range, in practice a group of experts (Hadronic Physics Working Group) has

provided Physics Lists for general use and validity from thermal neutrons to

HEP applications. These are:

• LHEP: Data Driven Low-High Energy Parameterization. It is a low/high

energy parameterization of the available data, and describes in a fairly

accurate way the final states, while neglecting intermediate states like

resonances. It is, to a large extent, a porting in C++ of the existing

hadronic model of Geant3.
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Figure 1: Differential cross section of neutrons out of proton(256 MeV)-
Al. Left: using LHEP hadronic model; right: QGSP model.

• QGSP: a theory-driven model, based on the Quark Gluon String Model

with Bertini/Binary cascade under 3 GeV.

Validation has been carried out using these two models, with data from

low energy experiments from nuclear physics and test beams of LHC (up to

200 GeV); higher energy data will be available during the commissioning of the

LHC accelerator.

Low-Energy Hadronic Physics The ALICE Collaboration 4) has studied

Los Alamos data about proton (up to 800 MeV) scattering on fixed targets,

looking at the produced neutrons at different energy and angle. Figure 1 shows

one example of such distributions. The conclusion by ALICE states that the

LHEP model is not able to describe the experimental data, while the QGSP

model is adequate, giving an agreement between data and Monte Carlo Simu-

lation within 20% everywhere, and better in most cases.



Figure 2: Energy resolution simulation/data for pions on ATLAS TileCal.

High-Energy Hadronic Physics Data is available from ATLAS 5) and

CMS 6) LHC test beams (SPS Collider), and studies the response of the

hadronic and electromagnetic calorimeters for electrons, muons and pions in

the energy range 1-200 GeV. Quantities under study are

• reconstructed energy: linearity and resolution;

• e/π energy response separation;

• shower profiles.

Figures 2,3 shows the energy resolution from the ATLAS TileCal calorime-

ter; while neither LHEP nor QGSP agree at the percent level, QGSP is able to

give a description within less than 5%.
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Figure 3: Relative response to pions and electron, simulation/data.

Figure 4 shows shower profiles from the ATLAS HEC calorimeter. Only

in one case the Geant3 simulation seems in better agreement with data.

Figure 5 shows shower profiles from the CMS HCAL calorimeter; again

the conclusions are not straightforward, but Geant4 smulations are in each case

quite in agreement with data.

While conclusions are not always easy to draw, the general trend is that

when data is compared with Geant3 and Geant4, Geant4 shows a better agree-

ment with both the Physics Lists. Moreover,the complex theory-driven QGSP

is generally better than the simple parameterization offered by LHEP.



Figure 4: Longitudinal shower shapes in 4 HEC layers. Left: distributions
as a function of pion energy; right: simulation/data.

Figure 5: Left: e/π response in the CMS HCAL. Right: longitudinal
shower evolution, simulation/data.

4.2 Hadronic Physics in Thin Layers

A correct modelling of the hadronic physics is at the base of calorimetry simula-

tions, but can be important also in the simulation of thin detectors, like silicon

tracking devices. The response of such detectors is mainly due to Em interac-

tions, but the rare (O(10−3) occurrence of hadronic interactions can generate

problems. In fact, the energy deposition of these is in the MeV range, at least
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10 times more then the corrisponding Em one, and can generate saturations in

the front end electronics. On the other hand, these can be valuable in studying

hadronic interactions: with detectors less than 1 mm thick, an hypothesis of

single interaction can be used.

ATLAS, in a test beam with pixel detectors, has selected events with

pions colliding in a detector, which generate at least three tracks downstream.

In such a trigger condition, kinematic distributions such as the number of

tracks coming out of the layer, the relative height of the hit pixels (shape of

the cluster) and the angular distributions of such tracks are compared to the

simulation of the setup.

Also in this case, the Geant4 based simulation is able to reproduce the

data within a few percent.

4.3 Em Physics

The electromagnetic physics simulation is an easier task, since the model is

well known and understood since long. In fact, Geant4 provides virtually no

options for the model, apart from the choice of the precision level.

On thin layers, like tracking devices, the level of accuracy must be such

has to correctly reproduce the elementary interaction up to very small energies:

in pixel detectors, the expected resolution in of the order of 10 µm, which is

comparable to the range in silicon of 30 keV electrons. Delta ray emission

must be allowed and correctly simulated up to this level. CMS has shown with

recent test beams that resolutions, cluster shapes and energy deposits are well

in agreement with the simulations (see Figure 6).

In Em calorimeters, on the other hand, the hadronic showers must be

correctly simulated from the pile-up scale (100 MeV) to the energy of the jets

(TeV scale). Quantities which need to be checked in the simulation are energy,

linearity and resolution, but also shower shapes, needed to separate electrons

from jets, and position resolutions, used to identify the correct primary inter-

action vertex.

CMS has compared test beam data with electrons 20-180 GeV in ECAL to

the simulation, comparing confimenement and resolutions to the Geant4 simu-

lation. The agreement is considered satisfactory. Figure 7 shows the agreement

data/simulation for what concerns confinement, while Figure 8 shows the res-

olution in energy.



Figure 6: Left: resolution in X coordinate in a CMS pixel detector; right:
fraction of hits with 2 pixels as a function of the pixel threshold.

Figure 7: Confinement in a CMS ECAL crystal matrix.

5 Conclusions

By now, the LHC experiments have all switched to simulation programs based

on the Geant4 framework. While the initial validation seems successful, more
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Figure 8: Energy resolution as a function of beam energy.

data is needed to prepare the simulation by the start of the LHC program.

A critical eye must be kept when comparing simulations and test beam data,

since for a correct understanding a very accurate understanding and simulation

of the electronic and beam conditions are unavoidable.
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Abstract

The LHC machine characteristics and the physics program requirements deeply
influence the challenges of first level trigger systems of the ATLAS and CMS
experiments. Due to the about 1 GHz interaction rate, the trigger front-end
electronics are organized in pipeline memories, which allow few microseconds
latency to the trigger logic for making decisions. In this paper a general dis-
cussion on the requirements for the design of first level triggers is presented
and followed by an overview of the first-level triggers of the ATLAS and CMS
experiment. In particular calorimeter and muon trigger systems are described
for both experiments.

1 Trigger requirements

ATLAS (A Toroidal LHC ApparatuS) 1) and CMS (Compact Muon Solenoid) 2)

are the two general-purpose detectors designed to operate on the Large Hadron
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Table 1: Possible selection signature at LHC

particles example of physics coverage

electrons Higgs, new gauge bosons, extra dim., SuSy, W, top
photons Higgs, extra dim., SuSy
muons Higgs, new gauge bosons, extra dim., SuSy, W, top
jets SuSy, compositness, resonances
jet + miss. ET SuSy, leptoquarks
tau + miss. ET extended Higgs models, MSSM, SuSy

Collider (LHC). The LHC project has been designed to allow for a wide physics

program, from the search of new physics to the precision measurements of the

Standard Model (SM) 3). Differently to the majority of soft products from

proton-proton collisions, which have pt ∼ 1 GeV/c, interesting physics, includ-

ing decay products of new physics heavy particles, are expected to be produced

with large transverse momentum. High pt event rate is dominated by jet pro-

duction and this high QCD background does not allow to select hadronic-only

final states. Moreover, low-pt muons from K and π decays and from c and

b quarks represent a large background to interesting physics, and a precise

pt measurement is therefore needed. SuSy events over all have high multiplic-

ity jets, or leptons, and large missing transverse energy, thus isolation criteria

based on energy deposited around the muon in the calorimeter or in the track-

ers can be used. Table 1 reports some relevant LHC physics items, and the

corresponding signature in terms of physics objects (particles). ATLAS and

CMS trigger systems must therefore select events containing electrons, pho-

tons, muons, jets and large missing energy.

At the design luminosity of 1034cm−2s−1, the LHC proton-proton colli-

sions at the center of mass energy of
√

s =14 TeV yield an event rate of ∼ 109

Hz, with an average of ∼ 25 “minimum-bias” overlapping events. Highly effi-

cient selection criteria are then required to select “interesting” events, which

are a small fraction of the total cross section: for example, the rate of H → γγ

for a SM Higgs of 120 GeV is about 10−13 of the total cross section.

Another challenge for the Trigger/DAQ systems of these experiments is

given by the high bunch-crossing rate, equal to 40 MHz, and the large number

of read-out channels which follow the highly fine granularity of detectors. The

typical event size (around 1-2 MByte) limits the rate of the events that can



be stored on tape to approximately 100 Hz. This huge rate reduction (∼ 107)

must be performed on-line by the trigger systems. They need high efficiency for

selecting processes of interest for physics and this efficiency must be precisely

known and should not have biases affecting physics results.

ATLAS and CMS experiments use multi-level triggers, which provide a

rapid rejection of high rate backgrounds without incurring much dead-time.

The first-level triggers, applying inclusive trigger criteria, reduce the event rate

to less then 100 kHz, the maximum rate at which front-end systems can work

properly. Custom trigger electronics ensures high efficiency with fast and sim-

ple selection algorithms. One or more high-level triggers use specialized proces-

sors with higher progressive rejection power to achieve rates affordable to mass

storage. At this level semi-inclusive triggers are applied with more complex al-

gorithms, like feature extraction, vertex reconstruction, global logic and simple

topology variables. ATLAS and CMS have chosen a different organization for

their trigger systems, even if both systems are able to shift boundaries between

levels. ATLAS foresees three trigger levels, in which the Level 2 is specialized

for operating on a reduced part of the data, the Regions of Interest (RoI). The

full event is build at the Level-2 rate (∼ 1 kHz) and then sent to the Event

Filter (EF) farm. CMS has chosen to perform its rate reduction employing only

two physical layers, so that the full events are build at the output of Level-1, re-

quiring a large bandwidth for data readout (∼ 100 GB/s). Reconstruction then

proceeds in virtual trigger levels: in the virtual level-2 algorithms only muons

and calorimeters information are used, then, in the virtual level-3, tracker data

are included.

2 First-Level Trigger Requirements

First-level trigger must take a trigger decision for each Bunch Crossing (BC),

every 25 ns. In ATLAS and CMS this is based on multiplicity information

from clusters found in the calorimeters and from tracks found in dedicated

muon trigger detectors. Since a trigger decision is issued every 25 ns, while

the trigger latency is much longer, up to 2.5 µs, the trigger must concurrently

process many events. For this reason custom electronics works in pipelines,

performing separate steps of the processing logic in parallel at each BC period.

The latency includes the time needed for signals to reach the trigger electronics

and to distribute the decision back to the Front End electronics. Then latency
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time is fixed by the processing time plus the data transmission along cables

and fibers.

A correct BC identification is crucial for event selection and for reducing

the required readout bandwidth. For this reason, the muon spectrometers are

projected in order to allow a maximum time-of-flight comparable with the BC

period, while the calorimeters require that the pulse shape of the signals extends

over many bunch crossings to be less sensitive to noise.

High trigger efficiency is ensured by the redundancy of selection criteria,

the “trigger menus”, which can concurrently select events of a wide range of

physics studies, and allow the measurements of efficiency using data. First

level trigger must be sufficiently flexible to face possible variations of detector

performance and LHC luminosity. Rates can be kept under control by adjusting

energy or momentum thresholds of physics objects or by a proper prescaling of

events with large cross section.

Data-processing technologies for first level triggers make large use of (ra-

diation hard) programmable devices, commercial FPGAs or custom ASICs,

which can operate at 40 MHz and above. They also allow the implementa-

tion of many trigger algorithms and offer great flexibility, since algorithms as

well as parameters can be modified once the experiments have started run-

ning. Data-movement technologies includes high-speed serial links: low-power

LVDS for electrical transmission at ∼400 Mbit/s and high performance Gbit/s

transmission, both electrical and optical ones.

3 Overview of the first-level trigger systems for ATLAS and CMS

The ATLAS detector is characterized by a large geometry acceptance, an ex-

tremely high-momentum resolution muon spectrometer located inside 0.5-2 T

superconductive air coil toroids, a compact calorimeter system, composed by

electromagnetic and hadronic calorimeter in the barrel and endcaps, and an

inner tracking system located inside the internal 2 T superconductive solenoid.

The level-1 trigger system 4) is composed of a number of subsystems, as shown

in Fig. 1(a), made of processors running at 40 MHz with the LHC clock signal.

The level-1 selection is dominated by local signatures, based on coarse

granularity from calorimeters and muon chambers, and the rejection is gained

with local analysis of full detector data. The overcome candidate thresholds

(pt for muons, ET and ET missing for calorimeters) with their geographical ad-



(a) (b)

Figure 1: The L1 Trigger System Overview for ATLAS (a) and CMS (b).

dresses (η pseudo-rapidity and φ azimuth angles) are the only data sent to the

higher trigger levels and represent the selected Region of Interest. Typically

there are less than 2 RoIs per event accepted by the level-1 system, nominally

2% of the complete event data. Using the RoI, level-2 system accesses, in the

data-buffers, only the data corresponding to the limited regions indicated. Be-

sides these, the level-1 trigger can also provide RoI for object not partecipating

to the selection, typically relatively low-pt candidates.

The results of the muon and the calorimeter trigger processing are sent

to the Central Trigger Processor (CTP), which takes the final decision based

on multiplicities of identified trigger objects, required in coincidence or veto.

Up to 96 trigger menus are available and each of them can be prescaled to

accommodate trigger rates. Decisions are then sent via the TTC system to the

Front End electronics to allow the readout data transmission.

CMS main feature is a strong solenoidal magnetic field ensuring high mo-

mentum resolution for charged particles (∆p/p ∼ 0.1· pt TeV). Apart from the

(a) (b)
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superconducting coil, the apparatus consists of a silicon inner tracker with an

embedded pixel detector, a lead tungstate crystal electromagnetic calorimeter,

a copper-scintillator sandwich hadron calorimeter and a muon system, featuring

dedicated trigger chambers, the resistive plate chambers (RPC), and a tracking

system which is also used in the trigger. The latter is made up of drift tubes

with BC identification capability (DT) in the barrel region, and cathode strip

chambers (CSC) in the forward parts of the experiment. To improve detector

coverage, a Forward Calorimeter consisting of a copper matrix with embedded

quartz fibers is added in the forward regions.

The Global Trigger (GT) is the top level of L1 Trigger System 5), and

its logic structure is sketched in Fig. 1(b). The Global Trigger receives the

best four (isolated and not isolated) candidates from the muon and calorime-

ter subsystems. The trigger objects are determined starting from local trigger

information in the calorimeters and the muon system, the so called Trigger

Primitives, followed by the calculations of regional and global sub-detector spe-

cific quantities. Trigger objects are sorted according to their rank, determined

from transverse energy, momentum and quality informations. The highest rank

objects are sent to the global trigger, which then applies threshold and other

selection criteria according to physical or technical requirements. The Global

Trigger of CMS also receives informations on the pseudo-rapidity and azimuthal

angle of the objects. For muon candidates, charge information is also delivered.

Trigger conditions based on event topology can therefore be applied already at

L1. The GT logic can be programmed to calculate up to 128 different trigger

algorithms in parallel for every bunch crossing. A final OR function combine

all active algorithms and generates the L1 accept signal.

Table 2 shows, as an example, the expected rates for some trigger objects

in ATLAS and CMS, in the case of a machine luminosity L = 1033 cm−2s−1.

4 Calorimeter Triggers

In ATLAS, the calorimeter trigger combines information from electromagnetic

and hadronic calorimeter cells into trigger towers by analogue summation of

the corresponding signals. There are a total of about 7200 relatively coarse

granularity trigger towers, with size ∆η×∆φ = 0.1×0.1 in the region |η| < 2.5,

while coarser granularity is used in the forward regions. There are two basic



ATLAS CMS
Selection Threshold Rate Threshold Rate

single e/γ 17 11 22 5.7
double e/γ 12 1.4 12 2.7

τ 20 16.3 85 3.2
jet 100 6.0 140 1.2

Emiss
T 51 1.0 275 0.01

total ET 336 1.0
single µ 6 (low pt ) 23.2 10 8.7

20 (high pt ) 3.8
double µ 3.3 1.6

types of calorimeters, those sampling in Liquid Argon (LAr-B, LAr-EmEC,

LAr-HEC, FCAL), and the TileCal, where sampling is done by means of plastic

scintillator. The signal amplitude in the branch to the trigger is weighted to

transverse energy according to the tower position with respect to the beam at

the nominal interaction point.

The liquid-argon based calorimeters have charge collection times of several

hundred ns. This is very slow compared with the BC period of 25 ns, and so

to reduce pile-up effects at high luminosity the calorimeter pulses are shaped

to have a peaking time of about 40 ns and a base width of about 100 ns.

The TileCal is scintillator-based, with an intrinsic time response that is short

compared to the bunch-crossing period. However, its pulses are also shaped

to extend over several LHC bunch-crossings in order to reduce the effect of

electronic noise on the measurement of pulse height.

The ATLAS Calorimeter Trigger system is composed by a Front-End

Preprocessor, which digitizes signals, extracts the ET and assignes the correct

BC. The tower thresholds, together with pedestal subtraction and final cali-

bration in ET units, are applied in a lookup table. These data are transmitted

to the Cluster Processor, which search for isolated high-pt electrons/photons

and hadrons/taus candidates. The search is made for isolated clusters on 4x4

trigger-towers elements and looking for all possible positions of overlapping win-

Table 2: Some of the Level-1 trigger rates, in kHz, expected in ATLAS and
CMS, when applying 90 % efficiency thresholds (in GeV). The values assume
a LHC luminosity of L = 1033 cm−2s−1 (1034 for high-pt muons in ATLAS).
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dows in the detector, the so called sliding windows. The results from the win-

dow processing are combined to calculate multiplicities. There are eight sets of

electron/photon and hadron/tau trigger criteria, each one being a combination

of cluster thresholds and hadronic and e.m. isolation thresholds. Additional

ET sums are sent by the Preprocessor to the Jet/Energy-sum Processor, which

search for high-ET jets and calculates the missing-ET and the scalar ET values.

The single jet element is composed by 2x2 trigger towers, while the window

size used for jets depends also on the current luminosity, due to changes in the

pile-up, and on the need to separate nearby jets in multi-jet events. For each

of the eight thresholds, the window size can be chosen independently.

The CMS calorimetric system is made by the electromagnetic calorimeter

(ECAL) and the hadronic calorimeter (HCAL) and ensures an energy resolution

less than 1% for electrons and photons at 100 GeV. The ECAL is composed by a

barrel and and endcap (EB, EE respectively), whereas the HCAL is subdivided

into a barrel, endcap and forward section (HB, HE, and HF). The calorime-

ter trigger requires digitized ET values from all its ECAL crystals and HCAL

towers for every 25 ns LHC cycle. The transverse energy sum is computed for

each calorimeter trigger tower, using different energy scales in different zones

of the calorimeter, if needed. Programmable thresholds can be applied to indi-

vidual calorimeter channels before the trigger primitives calculation, in order

to improve the immunity to noise.

For the electron and photon trigger, two independent streams are consid-

ered: the isolated and non-isolated electron/photons. The isolation is deter-

mined by taking into account the lateral shower profile, the number of ECAL

trigger cells involved, and the ratio of HCAL and ECAL energy deposit (which

is related to the longitudinal shower profile). In each calorimeter region, defined

by 4x4 trigger towers, the highest ET non isolated and isolated electron/photon

candidates are separately found. The four highest ET candidates of both cat-

egories from each ∆η x ∆φ = 3.0 x 0.7 region are transferred to the Global

Calorimeter Trigger, where the top four candidates are retained for processing

by the CMS global trigger.

The jet trigger uses the transverse energy sum, computed in calorime-

ter regions of 4x4 trigger towers, except in the Forward detector, where it is

computed on the tower itself. Then the transverse energy is computed over



3x3 calorimeter regions. The missing ET is computed from the sums of the

calorimeter regions extending up to |η| = 5.0 and the corresponding trigger is

defined by a threshold value and a prescaling factor.

5 Muon Triggers

The ATLAS Muon Trigger system makes use of hit patterns in dedicated muon

detectors, RPC stations in the barrel and TGC chambers in the end-cap and

forward regions, the latter having a finer segmentation albeit a larger timing

resolution. Both the systems are able to provide unambiguous identification of

the BC containing a high-pt muon candidate. The logic is based on coincidence-

matrix ASICs which identify muon candidates looking for coincidence of its in

different layers and discriminates their transverse momentum depending on the

width of the roads used for the coincidence. In each projection, a low-pt trigger

is applied based on two planes of chambers, and a successive high-pt trigger

combines these information with the additional outer station. Further logic

combines information from the two projections and track candidates are iden-

tified in 0.1x0.1 granularity regions. Among the information collected over one

sector, the two highest-pt candidates are retained and sent to the muon-trigger

interface to the CTP (MuCTPI), which counts the number of muon candidates

for each of the six pt thresholds and passes the multiplicity information to the

CTP.

Although using similar trigger algorithms, the barrel and end-cap sys-

tems show significant differences in electronics. The RPC fast detector signals

require fine timing calibration, while the complex magnetic field map in the

endcaps causes a not clear separation between the two coordinate systems,

that have to be combined before making the pt calculation.

The First Level Muon Trigger of CMS uses all three kinds of muon detec-

tors, working independently. The excellent precision of DT and CSC ensures

sharp momentum thresholds, and their multilayer structure allows an effec-

tive background rejection. They are also able to perform BC identification,

although with lower precision with respect to the RPC system, which is dedi-

cated to this purpose, due to its very high time resolution. They also respond

in a different way to the various backgrounds. The DT system, with rather long

drift time (about 400 ns) and CSC with charge weighting are more vulnerable
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to muon radiation, for which RPC are much less insensitive. On the other hand

accidental coincidence of three over four background hits can be recognized by

the RPC trigger as a real muon. This is very unlikely for DT/CSC, as they

look for coincidences of several planes in each muon station. Data between

DT and CSC are exchanged in the overlap region (0.8< |η| <1.2). Optionally,

coarse RPC data can be sent to the CSC trigger in order to help solving spatial

and temporal ambiguities in multi-muon events.

DT and CSC electronics first processes the informations in each chamber

independently, delivering vectors (with position and angle) in any muon sta-

tion. Vectors from different stations are collected by the Track Finder, which

combines them to form a muon track, and assigns a transverse momentum

value. Up to four muon candidates from each muon sub-system are selected

and sent to the Global Muon Trigger. In the case of RPC there is not a lo-

cal processing, and if the hits from the different stations are aligned along a

possible muon track, a pt track is assigned.

6 Conclusions

First-level triggers for ATLAS and CMS represent a great challenge beacause

of the large interaction rates involved by the LHC machine and the rarity

of the physics processes that need to be selected. A great design work and

prototyping have been done. The final prototypes systems have been tested

and the production and installation phases are now going to start.
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Abstract

The High Level Trigger (HLT) systems of ATLAS and CMS provide a
software based event selection after the initial Level-1 hardware trigger. It
is implemented as software tasks running on large processor farms, and the
foreseen rejection factor is about 103 for both experiments. Besides this com-
monalities, ATLAS and CMS have different approaches for its design which
originate from an opposite philosophy of the DAQ architecture. An overview
of the two architectures is presented together with examples of online recon-
struction algorithms. The different trigger strategies foreseen for the LHC runs
and their impact on the physics program are also discussed. Finally some
remarks concerning the HLT systems commissioning are given.
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1 Introduction

The ATLAS 1) and CMS 2) experiments are omni-purposes detectors that will

operate at the Large Hadrons Collider (LHC), a p− p collider with a center of

mass energy of 14 TeV and a design luminosity ranging from 2×1033 cm−2s−1

(low luminosity phase) to 1034 cm−2s−1 (high luminosity phase). Although

having substantial different designs, ATLAS and CMS have to face the same

extreme challenges provided by the collider, in particular the reduction of the

data rate approximately by a factor of 106, from 40 MHz, corresponding to the

interaction frequency, down to a value of the order of 100 Hz which is manage-

able by the persistent storage and the off-line processing. Both ATLAS and

CMS split the decision whether to retain or not an event, into different stages.

In both cases, the first step (Level 1), given the high interaction rate and the

limited buffering capabilities, exploits algorithms implemented on custom hard-

ware boards which process only a subset of the event data (namely from muon

detectors and calorimeters) with coarse granularity and lower resolution. The

output event rate of the Level 1 is designed to be of the order of 100 kHz.

Subsequently, the High Level Triggers (HLT) provide a software based event

selection to further reduce the Level-1 rate to ≈ 100 Hz. At the high luminos-

ity phase, this value corresponds to a cross section of ≈ 10 nb which matches

the prediction for σ(pp → W+ → µ+ν); it is therefore evident how critical is

the role of the HLT which has to perform online the first actual physics analysis.

2 DAQ and HLT Architectures

Being the identification and selection of the interesting events a real time pro-

cedure, the reliability of the entire DAQ and HLT systems is a critical issue for

both the experiments in order to reach their full physics potential. The main

guidelines that define the design and the development of the HLT of ATLAS

and CMS are based on the following considerations:

• the performances and the working conditions of the collider and of the

detectors are not precisely predictable and vary with time; in this sense

the flexibility of the system is a crucial issue;

• the HLT should fulfill the physics programs as well as be inclusive enough



in order not to reject unexpected phenomena;

• the system should be robust, i.e. it should not rely too much on the

changes of the calibration and detector alignment constants;

• to maximize the efficiency of the filtering process, an uninteresting event

should be rejected from the data flow as soon as possible;

• it must be possible to validate the trigger and to compute the overall

selection efficiency using only the data, relying as less as possible on

simulation;

• the HLT should benefit of all the major features of the offline software,

in particular it should be as close as possible to the offline reconstruction

code;

Moreover, being the experiments life extended over 20 years, the long term

maintainability is a critical issue too. Previous experiences have shown that

custom electronics is more difficult to maintain and upgrade than comparable

commercial products. Therefore the use of commercial computing and network

equipment is required, because it helps to maintain the system over the full life

time of the experiment.

2.1 ATLAS Architecture

After the initial Level-1 selection, the data coming in parallel from the detector

readout are handled by the HLT/DAQ system. Taking into account the esti-

mates of the bandwidth that will be used by the ATLAS subdetectors, the total

readout bandwidth is of about 200 GBytes/s. This constitutes a formidable

challenge for the switching network that accounts for the data transmission

through the entire system: the use of a bare network schema would require to

implement thousands of connections with a data throughput that reaches the

performance limit of the current commercial equipment. Moreover, since the

estimate of the total bandwidth depends on the working conditions of the de-

tectors (luminosity delivered by LHC, fluctuations on the Level-1 rate, detector

occupancy), the network must be dimensioned to face the fluctuations of the

data rate.

To cope with this problem, the ATLAS architecture 3) is designed to

minimize the data movement towards the HLT processors. At the early stage
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Figure 1: The ATLAS Trigger/DAQ system.

of the HLT processing, the event data fragments are held separately in memory

buffers (the ROBIN) and wait for the decision whether to be assembled into

a complete event for the final selection or to be discarded. This constitutes

an intermediate step of the HLT trigger, which is called Level-2. The trigger

algorithms make use of the full granularity data but access only the detector

regions that has been flagged by the Level-1 as those containing the physics

candidates (the Region of Interest, RoI). The RoI based access allows to use

only 2% of the event data to take the Level-2 decision, thus limiting the re-

quired bandwidth of the dataflow. A further reduction of the data traffic is

obtained by multiplexing the detector readout into the ROBINs in such a way

as to gather together data from detector elements which are projective aligned

towards the interaction vertex. This increases the probability to access a single

ROBIN per RoI. The design foresees that the Level-2 will reduce the Level-1

rate by a factor of about 30 with a latency of about ∼ 10 ms. To achieve this

rejection power in such a small time the Level-2 algorithms will perform an

approximate reconstruction of the physics candidate avoiding the use of the



fully detailed calibration constants of the detectors.

After the Level-2 decision, the data are delivered to the Event Filter processor

farm to take the final decision on the event. At this stage the algorithms em-

ployed are derived from the offline reconstruction software and access to the full

event data. The increase of the reconstruction accuracy provides a rejection of

the Level-2 accept rate of about a factor 10. But the use of more sophisticated

procedures, which make use of complete detector calibrations, requires more

time to execute the algorithms. Therefore the latency time of the Event Filter

is estimated to be about ∼ 1 s.

Both the Event Filter and the Level-2 algorithms run into a common software

framework which reuses part of the offline software components. In particu-

lar all the interfaces towards the data, and the code providing the detector

description and calibration is implemented by the same offline tools. This

eases the development and the study of the selection algorithms optimizing the

manpower and, at the same time, increases the long term maintainability of

the code. But the use of pure offline components into the online environment

clashes sometimes with the latency requirement thus requiring their replace-

ment with highly optimized code, especially in the Level-2 environment.

The general schema of the ATLAS Trigger/DAQ is shown in figure 1. The

detector data flows through ∼ 1600 Read Out Drivers (RODs) into the Read

Out System (ROS). This is realized by standard PCs hosting several ROBIN

boards. The data concentration into the ROS’s is about 10, therefore ∼ 150

machines will be employed to buffer the data within the Level-2 decision. On

the contrary the Level-1 trigger data are processed by the RoI Builder (ROIB),

and then sent to a Level-2 Supervisor (L2SV), which manages the Level-2 op-

erations. The Level-2 algorithms run into the Level-2 Processing Units (L2PU)

of the trigger farm which is made of ∼ 500 biprocessor machines. In case of

a ”Level-2 accept”, the result is stored into the pROS as a part of the event

data and then is sent through the Event Builder and the SFI to the ”EF farm”

together with the ROS’s data under the supervision of the DataFlow Manager

(DFM).

2.2 CMS Architecture

The main feature and peculiarity of the CMS architecture 4) is that the Data

Acquisition system performs the HLT event selection in a single farm of com-
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1Actually the event building and filtering is performed in eight independent
slices, each one of which could in principle perform the whole precess by itself.
This address the issue of the scaling of the system

mercial processors, the Filter Farm (FF). This design principle has been es-

tablished in order to take advantage of the extraordinary and constant rate of

evolution in computing technology either in processing power and in network

speed. Avoiding a physical intermediate level in the selection chain allows the

HLT to be entirely software implemented, and to access full resolution and gran-

ularity data as well as calibration and alignment monitored constants. More

in details, the data from each detector front-end belonging to a “L1-accepted”

event, are collected by a set of Read-out Units and then delivered to the Builder

Units (BUs) through a large switching network (Read-out Builder Network).

The network bandwidth required is of the order of 1 Tbyte/s. The BU receiv-

ing the data fragments is responsible for the actual building of the event and

serves it to a Filter Unit (FU) via another switching system, the Filter Farm

Network. The FUs are the components of the FF where the HLT code is exe-

cuted and the selections are applied1. The selected events are then forwarded

to the computing services for storage or for further analysis. A picture of the

CMS DAQ architecture is shown in Fig. 2. A key feature of the FF is that the

raw data is delivered to the FU only if requested by the specific HLT algorithm;

this allows to reduce either the data traffic and the HLT processing time. The

computing power needed by the FF is estimated to be as high as 106 SI95

corresponding to O(103) GHz processors. Given the average event size of the

order of 1 MB and the manageable output rate of O(102) Hz, 1Tbyte of data

will be written on the mass storage every day.

3 Reconstruction Algorithms

The HLT selections are based on the precise and efficient reconstruction of

the physical objects, i.e. e, γ, µ, τ , jets and b-jets. The higher the stage of

the selection chain, the larger the amount of data and the greater the time

available by the reconstruction algorithms. In the following, as examples of

the way physical object are measured and identified by ATLAS and CMS HLT

systems, two reconstruction algorithms will be illustrated.
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Figure 2: Schema of CMS Data Acquisition system.

3.1 Online muons reconstruction in ATLAS

The HLT muon selection in ATLAS comprises the Level-2 trigger and the

Event Filter. The Level-2 identifies muon objects and estimates their physics

properties with a set of optimized algorithms. At this stage the event selection

is mostly based on the physics of the single muon, therefore the algorithms

are tuned to provide the best physics performance while reconstructing the

muon features around the selection threshold values. On the contrary, the

Event Filter employs a complete muon reconstruction program, based on offline

packages, that provides very good performance over the full spectrum of muon

events. This allows to select the events using also tight invariant mass criteria.

The task of the Level-2 muon trigger can be decomposed into a number of

broad steps: validation of the Level-1 muon RoI, combination of the muon

track with the Inner Detector tracks, check for isolation in the calorimeter and

recovery of the very low-pT muons not triggered by the Level-1 (i.e. search for

secondary RoIs). The aim of the first step is to reject the fake Level-1 triggers

and to operate a first reduction of the Level-1 rate by means of a more precise

measurement of the muon transverse momentum2 (pT). The algorithm doesn’t

make use of time consuming fit methods: muon hits are recognized by means of

geometrical criteria and the track is reconstructed with a set of linear segments

fitted on each muon station. Nevertheless the resolution of the transverse

momentum reconstruction is 6% at the low-pT threshold (6 GeV) and 4% at the

2The better quality of the momentum measurement, with respect to that
provided by Level-1, allows for a sharper pT threshold.
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high-pT threshold (20 GeV). The good quality of the momentum measurement

allows to reduce the Level-1 input rate by a factor of about 2 at 6 GeV and

by a factor of about 10 at 20 GeV. The rejection of the Level-1 fake triggers is

about 103 and is provided by requiring at least two segments per track. After

the RoI is confirmed, the selected sample is refined depending on the given

trigger threshold. For high-pT muon triggers the calorimeter energy deposition

around the track direction is analyzed to confirm the track is isolated. On

the contrary, the low-pT muon triggers undergo to a sharp refinement, which

involve the use of the Inner Detector data. Extrapolating backward the muon

flight direction, a small slice of Inner Detector is identified where to search for

tracks compatible with the muon one. The matching candidate allows to refine

the estimate of the muon pT thus yielding a reduction factor of about 2.5 of the

Level-1 low-pT rate. A further reduction is obtained requiring the muon event

is compatible with a J/ψ → µ+µ− decay. In this case a wide region of the

Inner Detector is reconstructed to search for the second decay muon track. To

be identified as a muon, the Inner Detector track is demanded to be consistent

with hits in the innermost MDT station. A loose cut on the invariant mass of

the dimuon system is also applied. The Inner Detector data are also employed

to confirm the high-pT triggers, but the criteria used are less stringent because

the rate is not demanding.

Being seeded by the Level-2 result, the muon algorithm in the Event Filter

starts to reconstruct the spectrometer data. This standalone reconstruction is

implemented with offline algorithms that make use of combinatorial technique

to identify the muon hits and involve the complete magnetic field map in the

fit. To improve the performance on high-pT momentum reconstruction, the

multiple scattering effect along the track path is recovered taking into account

the material distribution crossed by the muon. As in Level-2, the muon track is

propagated backward to the Inner Detector to search for the muon hits. Once

identified, these are entered in the global fit to refine the track reconstruction.

After the combined reconstruction the complete definition of the muon track

through the ATLAS detector is available to be used for the final trigger menu

selection. Altogether the Event Filter reconstructs the muon momentum with a

resolution close to that provided by the offline program, i.e. ∼ 2.5% for muons

up to pT 	 200GeV . The sophisticated techniques employed by the Event

Filter require a large amount of CPU time that, at present, clashes with the



latency requirement. To limit the CPU usage, the reconstruction is performed

only in a wide region around the muon RoIs. Optimization studies are ongoing

to see if it is possible to execute the standalone reconstruction over the full

spectrometer.

3.2 Online electrons and gammas reconstruction in CMS

The CMS HLT selection of electrons and gammas proceeds in three steps. At

the beginning, namely L23 the electron/photon candidates are reconstructed

exploiting only the calorimetric information with the full granularity. The re-

construction is performed in the regions indicated by the Level 1 candidates.

In order to recover the energy radiated by electrons and converted by photons

in the tracker material, “super clustering” algorithms are used.

The second step, L2.5, demands hits in the pixels vertex detector consistent

with a L2 candidate. The expected hit position on the pixels layers is esti-

mated by propagating inward the energy weighted average impact point of the

candidate to the nominal vertex position. If at least two hits are found, the

candidate is classified as an electron, otherwise as a γ. The rate of the pho-

tons candidate is further reduced applying higher thresholds energy cuts than

in the electron stream. The γ selection can also use isolation requirements,

lateral shower shape for π0s rejection and reconstruction of converted photons.

In the final step, L3, the algorithm to select the electron candidates has enough

time to use the tracker hit in order to perform a full track finding and recon-

struction. Cuts are then applied on E/p and on difference in η between the

extrapolated track and the supercluster position. Isolation is required for both

electrons and photons.

4 Triggers

A major issue concerning the HLT selection is what to save permanently on the

mass storage. More precisely, the question about which trigger streams has to

be settled and how much bandwidth needs to be allocated for each of them has

to be addressed. The answer is of course a compromise between the request of

3the name L2 does not represent a physical layer in the HLT chain. Given
the entirely software implementation of the HLT, an arbitrary high number of
intermediate stages could be implemented
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4Neither the thresholds nor the associated rates must be taken as the final
ones; it is probable that a better knowledge of the detectors and of the phe-
nomenology will lead to a better tuning of the selection cuts. Moreover the
associated rated should be compared only by order of magnitude since they
rely on different physics assumptions

Table 1: ATLAS and CMS High Level Trigger tables.

ATLAS CMS
Streams Thresholds Rate Thresholds Rate

(GeV) (Hz) (GeV) (Hz)
Single µ 20 40 19 25
Double µ 10 10 7 4
Single e 25 40 29 33
Double e 15 < 1 17 1
Single Photon 60 25 80 4
Double Photon 20 2 40,25 5
Single Jet, 3 Jets, 4 Jets 400, 165, 110 30 657, 247, 113 9
Jet + missing ET 70, 70 20 180, 123 5
τ jet + missing ET 35, 45 5
τ jet 86 3
Double τ jet 59 1
e + τ 19, 45 2
b-jet 237 5
b-physics topological 10
Prescaled, calibration 20 10
Totals 200 105

maximal efficiency for the physic program and the total bandwidth and CPU

power available. It also depends strongly on the phase of the experiment and

the actual conditions of the LHC and the detectors.

ATLAS and CMS performed the exercise4 of listing a feasible set of selections

for standard LHC running condition at L = 2×1033 cm−2s−1. The established

outcome is summarize in Table 1. Within the streams listed in Table 1, tree

kind of triggers can be identified, each one responsible of a different part of the

physics program.



Figure 3: Output of dimuon stream of CMS HLT for h → W+W− → µ+νµ−ν̄
and main backgrounds.

4.1 Inclusive Triggers

By means of these, most of the physics program of the experiment will be cov-

ered as well as eventual unexpected phenomena at the TeV scale. In normal

LHC run condition, most of the bandwidth will be dedicated to such streams.

One of the golden processes for the Higgs boson discovery at the LHC is the

decay h → Z0Z0 → e+e−e+e−. The ATLAS HLT will selected these events

with high efficiency in the single and double isolated electron streams ( 97%

for event with 2 e with pT > 20GeV/c, |η| < 2.5).

In the case the Higgs particle has a mass within the range [150−170] GeV/c2,

because of the favorable branching ratio, the decay into W boson pairs dom-

inates and the processes h → W+W− → µ+νµ−ν̄ becomes one of the most

appealing channel for a fast discovery. In CMS the efficiency for selecting these

kind of events with µs within detector acceptance (pT > 3GeV/c, |ηµ| < 2.5)

ranges from 93% for Mh = 150, to 95% for Mh = 170. In Fig. 3 the contribu-

tion of various processes to the “dimuon” stream is shown. The invariant mass

of the dimuon system is reconstructed by the L3 muon algorithm.

4.2 Exclusive Triggers

Some interesting physics processes have kinematic features that do not allow

the standard inclusive triggers to select them efficiently. In order not to loose
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the chance to investigate such phenomena, dedicated triggers are then needed

to save those kind of events for off-line analysis. The most important example

is the physics related to the quark beauty whose rare decays could reveal new

scenarios beyond the Standard Model. The most suitable final states, i.e. for

a hadronic collider like the LHC the muonic ones, although having peculiar

topological and kinematic properties, are mainly populated by low pT muons,

usually well below the single and double inclusive thresholds. In order to re-

tain these kind of events, the HLT selection exploits part of the inner detectors

information from the beginning, otherwise utilized only at the last stage.

At low luminosity (L < 2 · 1033 cm−2s−1) the ATLAS B-physics High

Level Trigger is initiated by a low-pT muon trigger, confirmed by Level-2, in

combination with an electromagnetic trigger or a jet trigger. Then, a fast track

algorithm performs an unguided search for tracks in a wide region of the inner

detector. These tracks serve as seeds for the semi-exclusive reconstruction

of the interesting decay channels, e.g. Bd → π+π−, D−

s → Φ(K+K−)π−,

J/Ψ → µ+µ−(e+e−). It proceeds combining couple of opposite charged tracks

to identify a specific parent particle on the basis of the invariant mass. The

combinatorial background is reduced by means of cuts on the scalar sum of the

transverse momenta and on the difference of the z-intercept of the two tracks.

The minimum pT required to a track for entering in this procedure depends on

the decay channel: it is 4 GeV for events with pions, but it drops down to 2

GeV for events with electrons. These latters are the most challenging for the

track reconstruction and imply the use of the TRT data at Level-2 to identify

the electrons down to very low-pT. The boundary between the Level-2 and the

Event Filter is set by the techniques used to improve the track reconstruction

quality. The recovery of the electron bremsstrahlung and the primary vertex

reconstruction are CPU intensive calculations which are executed at the Event

Filter stage. By means of these the Event Filter can apply a tighter invariant

mass cut on the sample selected by the level-2.

The CMS dedicated HLT selections for b-physics are described in Ref 4).

An important example of those is the exclusive trigger for the decay Bs →
µ+µ−. It happens in two stages, the first one based only on the vertex detec-

tor measurements, the second exploiting the whole tracking system. As first

step a fast track and vertex reconstruction is performed looping on pixel hit



pairs; starting from the obtained track-seeds, the algorithm execute the track

reconstruction in the tracker. If and only if two opposite charged tracks are

founded, the dimuon invariant mass is required to met the Bs mass within a

range of ±150 MeV/c2. In order to suppress combinatorial background, χ2 and

decay length transverse distance criteria are applied. The selection efficiency

for the signal is 33.5% with an average execution time of 240 ms on 1 GHz

CPU.

4.3 Prescaled, calibration and monitoring triggers

These triggers will play a crucial role for understanding, validating and debug-

ging, either the detectors and the first LHC data during the first months of

running.

The prescaled triggers are meant to extend the physics coverage of the on-

line selection by enlarging the kinematic reach of the various measurements,

e.g. towards smaller values of transverse momentum. A typical example is

the measurement of the jet cross section over the full kinematic range, starting

from the lowest achievable Et value up to the region covered by the inclusive

trigger. Prescaled triggers will be also crucial for determining the trigger effi-

ciency from data, e.g. via bootstrap methods.

Calibration of the various subdetectors and monitoring of their performances

are critical issues for every kind of physics measurement. As an example a

strategy for a fast interacalibration of the different parts of the electromag-

netic calorimeter must be developed. Ref 5) addresses the latter item. The

method suggested there makes use of the φ-symmetry of deposited energy to in-

tercalibrate the CMS electromagnetic calorimeter (ECAL) crystals within rings

at constant η5. Single jet events triggered by L1 with a threshold of 120 Gev

are used, the region within ∆R < 1.0 of the trigger jet being excluded to avoid

the most obvious trigger bias. Of these events, only the ECAL data are pro-

cessed by the HLT, where the threshold is raised to 150 GeV. A dedicated high

frequency (1 kHz) bandwidth is allocated for this calibration trigger. Eleven

million jet trigger events, i.e. few hours of data taking during low luminosity

phase, are sufficient to perform the intercalibration to a precision between 2%

and 3%, depending on η.

5This method needs to be used in conjunction with another method to
intercalibrate the φ rings - Z0 → e+e− has been suggested
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5 ATLAS and CMS commissioning

In order to be ready for the data taking and analysis in 2007 at the scheduled

LHC startup, the certification and checking of the functionalities, the expected

performances of the various sub-detectors and the detector as a whole must

start well in advance. This should be done by means of real data to the maxi-

mum extent. In the period before the LHC installation ATLAS and CMS plans

foresee to exploit cosmic muons. Later, as soon as the collider will provide the

first single beam, the beam halo and the particles produced in the interactions

of the beam with the gas in the vacuum pipe will be used too.

During this commissioning phase, the DAQ/HLT system carries out a twofold

role: as part of the detector, it has to be commissioned as well as the other

subdetectors, moreover it is a crucial tool for the commissioning of the latters.

The first step is to verify the correctness of the data flow. In this context the

detectors front ends synchronization, the event building from the data fragment

and the actual event data flow through the HLT chain are the main issues. Be-

cause of the additional physical layer in the HLT system, ATLAS will be more

focused on the precise understanding and debugging of the latter item, in par-

ticular of the RoI mechanism. On the contrary the most critical feature of the

CMS HLT, the event building, will be stressed only when high rate of sizable

events will be provided by the Level 1 trigger, i.e. during standard LHC runs.

Because of the very low event rate in this phase no selection will be applied

by the HLT. This allows part of the online reconstruction algorithms to be

tested and debugged. The HLT commissioning will be completed during the

LHC p− p runs, when the whole infrastructure will be in place on the basis of

physics performances, i.e. efficiency for interesting processes and rejection for

minimum bias and underlying events.

6 Conclusions

The ALTAS and CMS HLT systems, although based on different approaches,

the former on two physical layers in order to reduce the data throughput, the

latter implemented on a single processors farm for exploiting the maximum

flexibility, are designed to reduce the LHC event rate to O(100) Hz with high

efficiency for the whole physics program. In both experiments the HLT system

development has being going on successfully and it is ready to be commissioned



during the incoming period of cosmic muons tests and the first days of LHC

activity.
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Abstract

The ability to identify, reconstruct and trigger on muons is essential for LHC
experiments, since most of the physics LHC is designed to explore is char-
acterized by the signature of muons. The different design principles of the
ATLAS and CMS muon spectrometers and the implications on operation and
reconstruction strategies are discussed.

1 Introduction

Efficient muon identification with accurate momentum measurement is crucial

to fully exploit the physics potential of the ATLAS and CMS experiments,

both in the trigger and in the off-line reconstruction. To meet the LHC physics

goals, a momentum resolution of about 10% up to muon transverse momenta

of pT = 1 TeV/c will be required.
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Very different strategies were adopted by ATLAS and CMS to achieve

this goal, starting from the choice of the magnetic field configuration: a very

intense solenoidal field for CMS and a large toroidal field for ATLAS. These

choices determine the requirements on the detectors to be used and on their

operation.

The ATLAS air-core toroids allow measurements with large lever arm,

degraded very little by multiple scattering. To reach the desired pT resolution,

however, very challenging requirements on position resolution, alignment and

knowledge of the complex magnetic field have to be met. Also, a toroid does not

provide the field for the inner tracker system, so an additional small solenoid

is used for this purpose. The inner tracker improves the muon pT resolution

for very low-pT muons.

The single CMS solenoid allows a very compact and relatively simple

design. The 4 T field inside the solenoid allows very precise central tracking,

while the return flux in the instrumented iron yoke allows an independent

momentum measurement. This measurement is largely affected by multiple

scattering, so the full pT resolution can be obtained only combining it with

the measurement of the inner tracker, which dominates the resolution up to

pT∼ 200 GeV/c. On the other hand, the CMS muon spectrometer is subject

to much less stringent requirements on resolution, alignment and knowledge of

the magnetic field than the ATLAS spectrometer.

1.1 The ATLAS Muon Spectrometer

The measurement of muon momentum in ATLAS is based on the magnetic

deflection of muon tracks in a system of three large superconducting air−core

toroid magnets instrumented with trigger and high precision tracking chambers.

The overall size of the ATLAS muon spectrometer 1) is about 22 m in diameter

and 44 m in length. In the pseudorapidity range |η| ≤ 1 (barrel), the magnetic

bending, provided by eight large barrel toroids, varies between 2 and 6 Tm,

with large variations as a function of the azimuth angle. In the endcap regions

(1 < |η| < 2.7) the deflection is obtained by means of two air-core toroids placed

in the external parts of the barrel toroid, with a design bending power ranging

from 4 to 8 Tm. The toroidal configuration permits to have high bending

power and a constant transverse momentum resolution up to large values of

η. Moreover, the choice of an open geometry system permits to minimize the



effects of the multiple scattering and of the magnetic force. The drawback

of this design is the relatively low magnetic field that can be reached. High

resolution detectors, small calibration and alignment errors are thus required.

Both in the barrel and in the endcap regions the muon trajectory is sam-

pled in three high precision stations equipped with Monitored Drift Tubes

(MDT). Each station holds a pair of MDT multi-layers, consisting of 3 (4

in the innermost station) layers of cylindrical drift tubes, and measures the

muon positions with a precision of about 50 µm. In the innermost region, at

2 < η < 2.7, the MDTs are replaced with four layers of Cathode Strip Cham-

bers (CSC) which show a smaller occupancy and provide measurements with

resolution in the range of 50 µm both in the radial and in the azimuthal di-

rection. The muon trigger is provided by Resistive Plate Chambers (RPC) in

the barrel and by Thin Gap Chambers (TGC) in the endcaps. The trigger

chambers also provide spatial measurements in the direction orthogonal to the

bending plane, with a typical resolution of about 1 cm. The RPCs are pairs of

detectors read out by strip panels measuring both η and φ. Two layers of RPCs

are placed in the middle stations and one in the outer station. Two doublets

and a triplet of TGC provide the trigger in the endcaps up to η = 2.4; each

chamber provides coarse measurements of φ, via pick-up strips, and of r from

the signal collected on groups of wires. Another doublet of TGC, located in

the innermost layer, does not take part in the trigger system. The gas mixture

used and the trigger chamber operation allow for a very limited local dead time

and a time resolution of 1.5 ns, ideal for bunch crossing identification.

1.2 The CMS Muon Spectrometer

With a diameter of 6 m and a length of 13 m, the 4 T CMS solenoid provides a

bending power of about 12 Tm in the in the barrel region (η < 1.45), decreasing

to about 4 Tm at η ∼ 2.4. The muon spectrometer is located within the iron

yoke, where the return field can reach about 1.8 T and the bending power varies

with η between 3 and 0.6 Tm.

The large bending power and the multiple scattering due to the amount

of material in the muon spectrometer lead to relatively modest requirements

on detector resolution and alignment. With a chamber spatial resolution of

the order of 100 µm, the muon system improves the transverse momentum

resolution for pT � 200 GeV/c, while the the inner tracker dominates the

N. Amapane and M. Biglietti 93



94 N. Amapane and M. Biglietti

resolution for lower momenta.

The CMS muon system 2) consists of three independent subsystems. In

the barrel (|η| < 1.2), where the track occupancy and the residual magnetic

field are low, drift tube detectors (DT) are installed. DT chambers are arranged

in four concentric cylinders (stations) of 12 or 14 chambers. Cells have a size of

42×13 mm and are operated with an Ar/CO2 mixture at atmospheric pressure.

The electric field is obtained with positively-biased insulated strips that shape

the field in order to obtain a good distance-time linearity. Four staggered layers

of parallel cells constitute a super-layer, which allows to resolve the left-right

ambiguity of a single layer and provides the measurement of a two-dimensional

segment. Also, it measures the bunch crossing originating a segment with no

need of external input, using a generalisation of the meantimer technique 3). A

chamber is composed by two super-layers measuring the r−φ coordinates, with

the wires parallel to the beam line, and an orthogonal super-layer measuring

the r − z coordinates. The latter is not present in the outermost station.

In the endcaps, up to |η| < 2.4, cathode strip chambers (CSC) are used.

These multi-wire proportional chambers, operated with a Ar/CO2/CF4 mix-

ture at atmospheric pressure, have good spatial and time resolution and can be

operated at high occupancy levels and in the presence of a large inhomogeneous

magnetic field. For this reason they were adopted in the endcap region. CSC

chambers are arranged in four disks (stations) placed between the iron disks

of the yoke. Chambers are composed of six layers, each consisting of an ar-

ray of anode wires, measuring the non-bending coordinate, between segmented

cathode planes, with a 9.5 mm gap. The bending coordinate is measured in-

terpolating the charge induced on the cathode strips.

Redundancy is obtained with a system of resistive plate chambers (RPC),

that are installed in both the barrel and in the endcaps up to |η| < 2.1. RPCs

have limited spatial resolution, but fast response and excellent time resolution,

of the order of 2 ns, providing unambiguous bunch crossing identification. They

are also used to complement DTs and CSCs in the measurement of the pT .

All three system contribute both to the muon Level-1 trigger and to the

muon reconstruction in the High Level Triggers. However, at the LHC startup

no trigger electronics will be installed for the innermost chambers of the first

CSC station, thus limiting the Level-1 trigger acceptance to |η| < 2.1. Ad-

ditionally, the outermost ring of the fourth CSC station, as well as all RPC



chambers above |η| = 1.6, will be installed in a later stage.

2 Alignment and Calibration

Calibration is a task of great importance in high precision systems like the

ATLAS muon spectrometer, especially for high-pT measurements where the

resolution is dominated by wire calibrations and alignment. For the recon-

struction of a track segment in a MDT multilayer, a good knowledge of the

space-drift time relationship r(t) is required. The error on r(t) should be small

(20 µm) compared to the MDT single-tube resolution (80 µm). The determina-

tion of the space-drift time relationship can be obtained with well established

autocalibration procedures 4) using data recorded by the MDT tubes during

the passage of muon tracks. These procedures have been tested on test beam

data, comparing the results of the procedure with the r(t) calibration obtained

using an external tracker.

Another ingredient for achieving the desired resolution at high transverse

momenta is an excellent alignment system that enables the monitoring of the

position of the different chambers in the spectrometer with a precision better

than 30 µm 5). The basic elements of this system are RASNIK 6), optical

monitors that provides a very accurate measurement for both the in-chamber

deformations and the relative displacement of different chambers. Test beam

data show that the required resolution on the sagitta can be achieved when the

alignment system is used.

The absolute calibration of the muon spectrometer depends finally on the

magnetic field knowledge. The toroidal magnetic field of the muon spectrometer

will be measured using about 5000 Hall probes with 0.1% resolution, which

determine the field components locally. Further refinements of the field map

can be obtained via the study of the Z → µµ resonance, for which we expect

a rate of 1.5 Hz at low luminosity and 20 Hz for high luminosity operation,

with a simultaneous fit of the magnetic field and of the energy loss in the

calorimeters 7).

The CMS muon spectrometer has much less stringent requirements on

alignment and calibration, since the required detector resolution is relatively

low. In the DT cells, the field shaping is such that the drift time is to a

good approximation linear with the distance from the wire. Relatively simple

calibration procedures have been successfully used in testbeam analysis 8). The
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residual non-linearity can be corrected using parameterizations obtained from

simulations of the cell or from real data, but this will not be critical for the

initial operation.

The alignment system of the CMS muon spectrometer 9) is based on

rigid frames with optical links (LEDs, lasers and CCD cameras). Special link

lines are used to align the muon spectrometer with the inner tracker with

a precision of the order of 80 µm. Alignment procedures with reconstructed

muons are limited by the imperfect knowledge of the material budget and of the

inhomogeneous magnetic field in the yoke. Due to the large multiple scattering,

only high momentum muons (pT � 50 GeV/c) can be used. Preliminary studies

indicate that a quite large statistics will be needed before this procedure exceeds

the precision of the mechanical alignment system.

It must be noted that the magnetic field induces large deformations in the

iron yoke. A movement of up to 1 cm distributed in the longitudinal direction

is expected in each half of CMS. Therefore, alignment constants cannot be

determined until the field is switched on.

In winter 2005, the complete magnet system will be ramped up in the

surface hall. This will allow to map the magnetic field by means of a dedicated

rotating arm equipped with Hall and NMR probes, to monitor the movements

of the yoke and test the alignment system. During detector operation, the field

will be monitored with a set of NMR probes installed within the solenoid and

flux loops installed on selected segments of the yoke.

3 Muon Reconstruction

For the muon reconstruction in ATLAS the packages MOORE/MuId 10) and

MUONBOX/STACO 11) have been developed; in this section the method

of muon track reconstruction as applied in MOORE and MuId is presented.

MOORE reconstructs tracks inside the muon spectrometer starting with a

search for regions of activity within the detector, using mainly the measure-

ments of the trigger chambers. Subsequently MOORE performs the pattern

recognition in the precision chambers using a realistic r(t) relation, and forms

track candidates from the selected hits. The final reconstructed objects are

successfully fitted tracks, whose parameters are expressed at the first measured

point inside the muon spectrometer. The purpose of MUID consists in com-

bining tracks found in the muon spectrometer with the corresponding inner



detector track, in order to provide the best estimate of the kinematic parame-

ters of the muons at their production vertex. The first step is the extrapolation

of tracks to the vertex region, taking into account the multiple scattering and

the energy loss in the calorimeters. Inner detector and muon tracks are then

matched and all combinations giving a satisfactory combined fit are retained

as identified muons. The results of the muon reconstruction show that at low

momenta the inner detector (pT < 50 GeV/c) has the dominant contribution

to the momentum resolution. The reconstruction efficiency is about 95% for

muons with pT > 10 GeV/c. Recent studies done with the startup muon spec-

trometer layout show a degradation of the resolution and efficiency in the the

rapidity range 1 < |η| < 1.3, where the station providing the middle measure-

ment point for the sagitta reconstruction (EE wheel) are missing. On the other

hand, the postponed installation of half of the CSC stations appears to be less

damaging than the complete absence of the EE stations.

The reconstruction efficiency is lower for low-pT muons because muons

lose a significant part of their energy in the calorimeters, and thus some of them

cannot be reconstructed in the muon spectrometer. To identify those muons

a dedicated algorithm has been developed; it allows the identification of low-

pT muons by extrapolating inner detector tracks into the muon spectrometer

and looking for nearby hits. Using this method the efficiency for low-pT muons

can be increased significantly 12).

The standalone and combined muon reconstruction procedures have been

validated on real data during the 2004 combined H8 test beam. The studies

on the collected data include track reconstruction, both in the individual sub-

systems and combining all muon technologies; combined reconstruction using

the information of calorimeters and inner trackers; sagitta reconstruction and

comparison with simulated data; and muon energy reconstruction exploiting

the magnetic system deployed in the H8 setup. All the studies have been done

using the final ATLAS software, including also the simulation of the test-beam

geometry and detector response and show the good performances of the muon

software in a real data taking environment.

In CMS, muon reconstruction is developed within ORCA 13), the CMS

object-oriented reconstruction software. Algorithms are implemented using

the concept of regional reconstruction, that is the ability to reconstruct an

object using only the information coming from a limited region of one (or more)
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subdetectors. An important goal of the CMS software is the ability to use the

same algorithms for off-line reconstruction and for the High Level Triggers

(HLT), the main differences being the availability of updated alignment and

calibration constants and the use of the Level-1 candidates as seeds for the

HLT regional reconstruction.

The first step of muon reconstruction consists of the reconstruction of

individual hits, using the appropriate calibration constants. Individual hits are

then fit to straight segments within the DT and CSC chambers. Using these

segments in the track fit eases the selection of the hits to be actually included

and, in the case of the DTs, allows to resolve the left-right cell ambiguity.

The track fit consists of regional reconstruction based on the iterative

Kalman Filter method 14). This is first preformed using only the measurements

in the muon spectrometer and exploiting the very precise information on the

beam spot position in the transverse plane (σ ∼ 20 µm). In the HLT, the seed

for the Kalman filter is given by the Level-1 candidates; the resulting muon

candidates are used for the Level-2 trigger selection. The algorithmic efficiency

is about 99% for muons in the range 10 < pT < 100 GeV/c, with typical 1/pT

resolutions of the order of 10% in the barrel and 16% in the endcaps. The same

algorithm is used for the off-line reconstruction, except that seeds are obtained

from the segments reconstructed in all DT and CSC chambers.

Full muon tracks are then reconstructed including measurements of the

inner tracker. First, regional track reconstruction is performed in the silicon

detectors within a “region of interest”, defined using parameters and uncertain-

ties of the tracks previously fitted in the muon spectrometer alone. A Kalman

filter fit seeded by hit pairs in the pixel detectors and in the double-sided sil-

icon strip layers is used for this purpose. The resulting trajectories are then

matched to the original candidate in the muon system and their hits are refitted

together. In the HLT, the resulting candidates are used for the Level-3 trigger

selection. The algorithmic efficiency of the Level-3 is about 99%, except for the

region of overlap between the barrel and endcaps (η ∼ 1), where it is slightly

lower. The inner tracker improves dramatically the 1/pT resolution to about

1.0% and 1.7% in the barrel and endcap regions respectively.

The expected muon rates in the High Level Trigger have been recently

studied in detail 15). It has been shown that the most critical contribution to

the Level-1 and Level-2 rate is the feed-through of real, low-pT muons that are



reconstructed at high pT values due to the limited pT resolution and its sizable

tails caused by multiple scattering and muon brehmssthralung in the iron yoke.

This effect is very large due to the steepness of the rate curve at very low pT .

In this respect, the improvement in resolution of the Level-3 is essential to keep

the total muon trigger rate under control.

4 Commissioning

The commissioning of the ATLAS muon spectrometer is underway at various

locations at CERN and underground in LHC Point 1. During this and next year

a large part of muon chambers will be installed and, during 2006, significant

samples of cosmic ray events will be collected. The expected rate of cosmic

muons that have muon trigger chamber hits on both the upper and lower halves

of ATLAS, and also hits in the pixel detector, is about 0.7 Hz 16). This

means that one month of fully efficient running would give, provided that a

proper trigger system will be available, about 2 million of such cosmic muons,

which would be a very useful sample for studies of the barrel sectors and for

part of the forward chambers. During the spring of 2007, when LHC will be

commissioned with a single beam, the endcap muon chambers can be tested, in

addition, with beam-halo events. Assuming a two month single beam period

with 30% effective data taking time, 108 tracks from beam-halo are expected

to be collected 16). With these data, a first map of dead channels can be

obtained, along with the study of tube efficiencies and autocalibration and of

the alignment procedure with straight tracks. Moreover, a first test of the full

muon reconstruction will be possible, both with magnetic field off and on.

The CMS commissioning strategy is somewhat different. The CMS muon

spectrometer is being installed on surface, where cosmic muons are used to test

the functionality of the chambers. However, the data collected in this phase

cannot be used to determine calibration and alignment constants, since these

must be computed with the magnetic field switched on. In winter 2005, the

magnet will be ramped up to perform field mapping, to monitor the movements

of the yoke and to test the alignment system. During this period, a full slice

of CMS will be operational, including some forward and barrel sectors of the

muon spectrometer. This will be an important chance to test the integration of

DAQ and trigger systems, the trigger synchronization and the HLT calibration

procedures, and the reconstruction algorithms. In 2006, after the magnet test,
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the detector will be lowered to its operation position in the cavern.

With the first pp collisions, the first task will be the setup and synchro-

nization of the trigger, and thestudy of noise and backgrounds. In one month

of data taking, each experiment will be able to collect O(106) of Z→ µµ events.

Such clean physics samples will be used to calibrate and align the detector and

to understand the absolute energy scale of the muon spectrometers.

5 Conclusions

Though having the same physics goals, ATLAS and CMS have chosen very

different designs for their muon spectrometers. The most evident difference in

the choice of the magnetic field strongly influences the detector technologies to

be used and the procedures for commissioning, calibration and operation. The

ATLAS muon spectrometer has a better nominal performance, but will require

more accurate alignment and calibration procedures and very good knowledge

of the complex magnetic field. The simpler CMS configuration translates to a

muon spectrometer with less critical operation, although the inner tracker is

essential to reach the full performance.

In this respect, the two detectors are complementary; this complementar-

ity will ensure LHC will meet it physics goals.
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Abstract

Precise measurement of the jet energy and of missing transverse energy
is requested both to detect new physics scenarios, that could show up at the
LHC energy scale, and to study already known physics processes. The ATLAS
and CMS experiments have developed different algorithms to reconstruct the
jet energy and the missing transverse energy, because of the difference between
their calorimetric systems. In this note, after a description of the ATLAS and
CMS calorimeters, the reconstruction algorithms are discussed and the results
obtained on test beam and simulated data are shown.

1 The ATLAS and CMS calorimeters

The ATLAS and CMS calorimetric systems have been designed for the wide

physics program of LHC. Jet and missing ET reconstruction are particularly
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relevant in the search for hadronic decays of the Higgs boson and for the signa-

tures of supersymmetric particles. An accurate determination of the jet energy

scale is also a key ingredient to study the characteristics of the top quark. The

detectors will work at very high luminosities thus different technologies have

been employed to obtain the required radiation hardness. For precise mea-

surements of the jet energy and missing ET , these calorimeters have a good

linearity, resolution and hermeticity.

Different choices on homogeneity, resolution and segmentation of the two calori-

metric systems have been done.

1.1 The ATLAS calorimetric system

The ATLAS calorimetric system 1) is placed outside the solenoid that provides

the bending field for the tracker. It is divided into three main parts: the central

one, the end cap and the forward calorimeters. It covers the pseudorapidity

range up to |η| = 4.9.

The electromagnetic calorimeter is a lead-liquid argon sampling calorimeter

with accordion geometry both in the central and in the end cap part. It ex-

tends up to |η| = 3.2. It is segmented in three longitudinal samples, with a

granularity ∆η×∆φ = 0.003×0.01 in the first one, 0.025×0.025 in the second

and 0.025× 0.05 in the third one. It corresponds to a total radiation length of

	 25 or to 1.2 interaction lengths.

The central hadronic calorimeter, TileCal, is a sampling calorimeter made of

iron and scintillator tiles. It extends up to |η| = 1.7. It has three longitudinal

samples, the first two with a cell size ∆η×∆φ equal to 0.1× 0.1, the third one

0.2 × 0.1. It corresponds to 7.2 interaction lengths.

The Hadronic Endcap Calorimeter consists of two independent wheels made of

copper plates and liquid argon that extends up to |η| = 3.2. It presents four

longitudinal segmentations with a granularity of 0.1 × 0.1 for 1.5 < |η| < 2.5

and 0.2 × 0.2 for 2.5 < |η| < 3.2. The thickness of the active part of the

Hadronic Endcap Calorimeter is 	 12 interaction lengths 2).

The forward electromagnetic and hadronic calorimeters (3 < |η| < 4.9) use

the same liquid argon technology, but they employ respectively copper and

tungsten as absorber. They are divided into three longitudinal samples with

a granularity of 0.2 × 0.2 and the active detector has a total of 9 interaction

lengths 2).
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All these calorimeters are non compensating, that is the detection efficiencies

of the electromagnetic and hadronic energy are different. The ratio between

these two detection efficiencies (e/h) characterizes the non compensation. For

the ATLAS calorimeters it is always larger than 1.

In order to calibrate the calorimeters and to understand their performances,

a part of the modules has been tested with beams. Electron, pion and muon

beams of different energies and with various impinging angles have been used

to define the electromagnetic energy scale and to assess the performances of

the detector. This data have also been used for the tuning of the Monte Carlo

simulation. Because of non compensation, the pion signal in a range of energy

from 20 GeV to 300 GeV has a non-linearity of 15 – 20 %. It is recovered using

software algorithms.

To reconstruct the energy and to calculate the resolution for single pion events,

a weighting algorithm a la H1 3) has been applied to data acquired during a

combined test where a complete section, electromagnetic and hadronic, of the

calorimeters was exposed to beam. This algorithm has been chosen because

the ATLAS calorimetric system is highly longitudinally segmented. The total

energy is reconstructed applying weights to the signal deposits in each cell.

The weights depend on the cell energy and on the beam energy. They are

calculated minimizing the energy resolution with the constraint that the mean

reconstructed energy reproduces the nominal beam energy. To avoid any de-

pendence of the weights on the knowledge of the beam energy, the previous

method has been slightly modified 4). The beam energy is estimated from the

raw reconstructed energy and used to evaluate the weights. The cell weighting

algorithm is applied and the resulting energy is used to recompute the weights.

This procedure is iterated until stable weights are reached. The resolution ob-

tained with this method for a wedge of the central Atlas calorimeter with single

pions is :
σ

E
=

(
41.9%√

E
⊕ 1.8%

)
⊕ 1.8

E
(1)

with E expressed in GeV, while the linearity is well within ±2% for energies

ranging from 20 to 350 GeV. This result is well in agreement with the design

requirements. For single hadrons the design resolution is (50%/
√

E ⊕ 3%) 2).



1.2 The CMS calorimetric system

The CMS calorimeter is located inside the 4 tesla coil of CMS solenoid mag-

net. The Electromagnetic calorimeter (ECAL) consits of about 76000 PbWO4

scintillating crystals, arranged in a barrel part, which covers the central ra-

pidity region |η| < 1.48 and two endcaps, which extends the coverage up to

|η| < 3. The CMS hadron calorimeter is a sampling device divided into four

kinds of hadronic calorimeters which provide good segmentation and hermetic-

ity, moderate energy resolution, and full angular coverage up to |η| = 5. The

Barrel Hadronic Calorimeter (HB) surrounds the electromagnetic calorimeter,

and covers the central pseudorapidity region up to |η| = 1.3 and has a depth

of 5.8 λI . The HB modules consist of 17 layers of plate scintillators interleaved

with brass assorber. The layers are segmented into 0.087 × 0.087 towers in

η × φ and provide one depth measurement. Central shower containment is

improved with the Outher Calorimeter (HO) consisting of one or two layer

scintillators located outside the magnet. The total depth of calorimeter system

is thus extended to ∼ 11.8 λI . The end regions are covered up to |η| = 3 by two

Endcap Hadron Calorimeters (HE), with a depth segmentation varing from one

to three. Pseudorapidity coverage it extended up to |η| = 5 with two forward

calorimeters (HF) which surround the beam pipe 11 m from the interaction

point. The HF is a very high radiation area and is made by quartz fiber.

Various sections of the calorimeter have been tested using pion, electron,

muon beam. Linearity and energy resolution are measured during 1996 9) in

presence of magnetic field, during 2002 10) with beam between 20-300 GeV and

during 2004 with a low energy beam (< 30GeV). Pion energy is recontructed

from calorimeter information as Eπ = a × Eecal + b × Ehcal where Eecal is the

energy from depositions in a 5×5 cristal matrix around the central crystal, and

Ehcal is the total energy from depositions in a 5×5 HB tower matrix around the

central tower and a and b are correction factor. The energy distributions show

non Gaussian tails due to non-compensating nature of the CMS calorimeter,

as well as energy leakage beyond the ECAL-HB outer boundary. The linearity

is measured between 90% and 100% for pion energy between 20 and 300 GeV.

The measured energy resolution is

σ

E
=

(
115%√

E
⊕ 5.5%

)
(2)
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2 Algorithms for jet reconstruction and calibration

Partons in the final state produce jet of collimated particles, whose energy is

measured in the calorimeters. An ideal algorithm allows to associate the energy

deposits in the calorimetric cells to the final state partons.

The jet reconstruction algorithm proceeds through two subsequent steps. First

the cells or calorimetric clusters tipically closed to each outher are grouped to

form a jet, then all the kinematic quantities related to the jet itself are calcu-

lated (recombination scheme).

For what concerns the first step clusters are associated if they are near either

in angle (cone algorithm) or both in transverse momentum and angle (KT al-

gorithm).

When part of the detected energy is shared between two reconstructed jets,

the cone algorithm must also provide a split and merging procedure to assign

unambiguously this energy to one jet only.

The energy of the reconstructed jets is different from that one of the particles

belonging to the jets and thus, once reconstructed, jets have to be calibrated.

This difference is due to two main reasons. Detector effects such as the non

compensation of the calorimeters, the presence of dead material and of cracks,

lead to underestimate the jet energy. Moreover the use of different technologies

in different pseudorapidity regions degrades the uniformity of the response.

Physics effects such as initial state radiation and final state radiation, the out

of cone energy loss, the underlying events and pile-up , must be well evaluated

to reach a good precision on the absolute parton energy scale.

The calibration algorithms explained in the next section correct only for detec-

tor effects, that can be confidently reproduced by the Monte Carlo.

The final calibration that will correct for the physics effects will be obtained

with real data. To correct for energy losses and to establish the absolute energy

scale, pT balance is imposed in events in which a jet is produced back-to-back

with well known particle (in situ calibration).

2.1 ATLAS strategy

In ATLAS a seeded cone algorithm is used for the jet reconstruction. Calori-

metric towers with a transverse energy ET greater than 2 GeV are selected
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1The value of ∆R is 0.7 for the low luminosity period, while it is changed
to 0.4 for the high luminosity period.

as “seeds”. Towers within a radius ∆R =
√

(∆η)2 + (∆φ)2 = 0.7 1 around

the seed are summed and the jet barycenter is calculated. This procedure is

iterated until a stable cone is reached.

If two jets share an energy percentage greater than 50%, they are merged up

to form one jet, otherwise common towers are assigned to the nearest jet.

The four-momentum recombination scheme 5) is used to calculate the trans-

verse energy, η and φ of the reconstructed jet.

As for the single pion testbeam events, the H1 weighting technique is used to

calibrate jets. The total energy is calculated as a weighted sum of the cell

energies belonging to the jets. The cell weights wi depend on the calorimetric

sample i, on the cell energy and within each sample on the pseudorapidity.

They are calculated minimizing the energy resolution with the constraint that

the jet reconstructed energy is equal to the energy of the MC particles belong-

ing to the jet (MC jet).

Different weight parameterizations as a function of the cell energy or as a

function of both the cell and MC jet energy have been studied. The results

on linearity and resolution obtained on a QCD di-jet sample with electronic

noise are shown in Fig.1 6). The parametrization chosen in this case is :

wi(Ei, EMC) = ai(EMC) + bi(EMC)/Ei and a 2σ noise cut is applied to the

simulated data.

The linearity is within 2% and the resolution for |η| < 0.7 is :

σ

E
=

71.0%√
E

⊕ 5.4 GeV

E
⊕ 1.2% (3)

If the calibration procedure is not applied the resolution is

132.7/
√

E ⊕ (2.7 GeV)/E ⊕ 2.5%.

A sample of Z0 (→ µµ, ee) + jet events generated with the fast simulation

has been studied as possible candidate for the in situ calibration 7). The

analysis shows that in two months of data taking at low luminosity the parton

energy can be reconstructed with a precision of 1% in a pT range from 50 to

400 GeV, considering only the statistical error.
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Figure 1: On the left : ratio between reconstructed energy and MC jet energy
as a function of the jet energy for not calibrated (open dots) and for calibrated

jets (full dots). On the right : resolution σ(E)

E as a function of the jet energy
for not calibrated (dashed line) and calibrated jets (continuous line).

2.2 CMS Strategy

Jet-finding algorithm developed for CMS are cone-based algorithms (simple

cone, iterative cone, midpoint cone) or KT algorithms 11).

In the iterative cone algotithm, calorimeter towers are sorted to decreasing

Et; only towers passing a seed cut are used as starting points for the initial jet

cones and neighboring within the radius R are added to seed towers. Then the

Et weighted centroid of this selected towers is computed and a cone of radius R

is drawn around this direction. This procedure is iterated until a stable cone is

found. A scalar addition of Et or E of towers is computed to determine Jet Et or

E. Towers assigned to a jet are not used as input for an outher jet in the event.

The KT jet algorithm merges particles in order of increasing relative transverse

momentum keeping their separation in η-φ to less than some value. Noise and

pile-up are suppressed before of any of these algorithms start applying an Et

tower threshold.

Jet energy measurement (resolution, linearity, efficiencies, fake) are influ-

enced by calorimeter response to low energy particles, electronic noise, magnetic

field effects, pile-up, dead material and cracks, longitudinal leakage for high-pt

jets, shower size, out of cone loss, miscalibration. These effects are studied with

Figure 1: On the left : ratio between reconstructed energy and MC jet energy
as a function of the jet energy for not calibrated (open dots) and for calibrated

jets (full dots). On the right : resolution σ(E)

E as a function of the jet energy
for not calibrated (dashed line) and calibrated jets (continuous line).
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a full simulation of the detector. Due to these factors the average calorimeter

response is not linear and depends upon the jet rapidity.

In order to restore the jet energy scale, corrections are implemented by weight-

ing the energies from longitudinal calorimeter compartments. This coefficient

is dependent on pseudorapidity (η) and transverse energy (Et), and a set of this

parameters should be provided for each jet finding algorithm, each cone size,

level of noise, pile-up. These weigths are calculated using a sample of QCD

di-jets, comparing the energies of jets found using the generator-level particles

to jets found in the calorimeters. To set the energy scale, a correction factor

is applied to an ECAL + HCAL tower Ejet = a × (Eecal + Ehcal) (optionally

with different Ecal and Hcal weights). In figure 2 jets are reconstructed using

the iterative cone with cone size of 0.5 and tower threshold Et = 0.5 GeV, and

the energy of final jets are calculated as sum of energies of jet constituent. Et

dependence confirms the non linearity to low energy pions and the η depen-

dence is an effect of noise in the barrel and of pile-up and magnetic field in the

end-cap. The jet energy scale can be extracted from photon plus jet events in

the limit that the transverse momentum of the photon plus jet system is zero.

A sample of γ + jets events are used to evaluate the systematic incertainty due

to initial state radiation, background coming from two jets with energetic π0

and event selections.

3 Emiss
T reconstruction

A precise Emiss
T reconstruction is fundamental for the search of supersymmetry

signature since these events are characterized by a large Emiss
T . Moreover it

is required for invariant mass reconstruction in events in which neutrinos are

produced among the decay products.

3.1 Emiss
T reconstruction in ATLAS

In ATLAS the Emiss
T for each event is computed summing the signal of cells

within |η| < 5 over all the calorimeters. The contribution of each cell is calcu-

lated using the weights a la H1 8).

The σ of the distribution of the difference between the reconstructed Emiss
T

and the MC Emiss
T of non interacting particles is considered to evaluate the

resolution. The resolution is proportional to
√

Σ|ET | as expected.

Studies on full simulated Z0 → ττ and A0 → ττ events without noise have



Figure 2: Ratio between reconstructed jet energy and generated jet energy before
and after jet energy scale correction. Only jets within η < 1 and Et > 10GeV
are selected

been done and the results compared to TDR (Fig.3). The obtained resolution

is σ(Emiss
T ) = 0.46 ·

√
Σ|ET |.

Events with noise have also been generated. The noise cuts have been optimized

to reduce the effect on Emiss
T resolution. It has been shown that introducing

noise and applying a 2σ cut Emiss
T resolution is worsened by 30 %, and the σ

of the reconstructed Z mass increases of 10% on Z0 → ττ events.

3.2 Emiss
T reconstruction in CMS

Also Emiss
T resolution (as jet energy resolution) in CMS is strongly influenced

by non-compensating calorimeters, underlyning event, pile-up, strong mag-

netic field in the tracker region, calibration algorithm biases, electronic noise,

hot/dead cells (inaccessibility and eventual damage), event synchronization.

A Raw Emiss
T calculation is based on sum over towers. Contribution to the

Emiss
T resolution is expected from stocastic term, noise and pile-up, constant

term 14). Improvement is expected from a calibrated Emiss
T .

A calibrated Emiss
T can be based on sum over calibrated jets and uncali-

brated towers or on a calibrated jets and calibrated towers.
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Figure 3: Emiss
T resolution as a function of Σ|ET | for DC1 Z0 → ττ , A0 → ττ

and TDR A0 → ττ . DC1 events are without noise; TDR events are with noise
and a 1.5 σ cut is applied.

Et = Σ(Et)
jet
j × Cjet

j (Et, η) + Σ(Et)
tower
i × Ctower

i (η) (4)

4 Conclusions

The LHC physics will require a precise reconstruction of jets and Emiss
T . The

calorimetric systems of the two experiments have been tested on beam and the

results on resolution and linearity are in agreement with the design require-

ments. Different jet and Emiss
T reconstruction algorithms have been developed

by the two collaborations. The reconstruction quality is in good agreement

with the required performance. An accurate study to evaluate physics and

detectors effects is going on.
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Abstract

The electron/photon reconstruction and identification capabilities of the AT-
LAS and CMS detectors are presented. The electromagnetic calorimeters of
both experiments are described and the main recent testbeam results are re-
ported.

1 Introduction

The identification and reconstruction of electrons and photons with a pT start-

ing from 1-2 GeV up to 5 TeV range is mandatory for LHC physics. The lower

limit comes from the need to reconstruct electrons produced in the semilep-

tonic decays of b-quarks which is important for the H → bb channel, for SUSY

studies and for many aspects of B physics. An efficient electron reconstruction

down to ∼ 5 GeV is also required for the observation of the H → 4e channel.
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Electrons and photons with pT greater than about 15-20 GeV are expected

from Higgs decays H → γγ, 4e, WW , from W decays and in various SUSY

channels. Very high momentum (hundreds of GeV up to ∼ 5 TeV) electrons

are expected from the decays of new exotic physics states as W ′ → eν and

Z ′ → e+e− .

2 Electromagnetic calorimetry in ATLAS and CMS

The main task of the electromagnetic calorimeter is to provide an accurate mea-

surement of the energy and position of electrons and photons. Jets and missing

transverse momentum reconstruction should also be performed in association

with the hadronic calorimeter. Particle identification capabilities and event

selection at the trigger level are also a crucial part of the required calorimeter

tasks. Although the EM calorimeter at the LHC will be involved in a variety

of measurements, the performance specifications are driven by few benchmark

physics channels such as the H → γγ and H → 4e decays. The observability

of such rare decays requires high hermeticity and the largest possible accep-

tance. In order to achieve a mass resolution of ∼ 1% in the 115 − 180 GeV

mass range stringent requirements on both energy and direction resolution

are needed. In the H → γγ channel, to minimize the angular contribution

to the mass resolution a precise knowledge of the photon direction is needed.

In low luminosity conditions (2 · 1033cm−2s−1) the direction reconstruction

takes advantage from primary vertex determination in the Inner Detector. At

high luminosity (1034cm−2s−1), if this will not prove to be feasible, only the

pointing information of the calorimeter can be used. Moreover, to reduce the

background to this channel an excellent rejection against jets (R ∼ 3000 for an

80 % photon efficiency) and in particular with respect to high-pT isolated π0

is required. Particle identification, accurate position measurement, minimiza-

tion of electronic and pileup noise require a good detector granularity and fast

detector response. The ATLAS and CMS collaborations have made different

technology and design choices. The ATLAS collaboration has choosen an ion-

ization sampling calorimeter equipped with a cell by cell electronic calibration

system. The calorimeter is placed outside (in the radial coordinate) the mag-

netic field: this design while increasing the total amount of material in front of

the calorimeter allows to keep the magnetic field at 2 T. The CMS electromag-

netic calorimeter is an homogeneous crystal detector in a 4 T magnetic field.



Simulations and analysis of test-beam data give confidence that they will both

meet the stringent LHC requirements.

2.1 The ATLAS electromagnetic calorimeter

The ATLAS EM calorimeter is a lead-liquid argon sampling calorimeter with

accordion geometry 1). This choice guarantees an hermetic coverage and a

stable calibration using a technique which is intrinsically radiation hard, which

is a requirement in order to cope with the high dose LHC environment (from

0.18 Gy/h at |η| = 0 to 6.5 Gy/h at |η| = 2.6 in the high luminosity phase). It is

located outside the solenoid and extends up to η = 3.2 (fig. 1(a)) with precision

info up to η = 2.5. The calorimeter has 3 longitudinal samplings (called strips,

middle and back) and excellent particle identification capability. In the barrel

the middle towers have size ∆η×∆φ = 0.025×0.025 (fig. 1(b)) while the strips

are finer in η (about 4 mm, ∆η × ∆φ = 0.003 × 0.1). This last characteristic

proves to be crucial in separating γ from jets (and in particular to reject π0)

and to measure the shower direction. A presampler detector for η < 1.8 is

used to correct for the energy lost in the material before the calorimeter. The

calorimeter has a total of about 190,000 readout channels and each channel can

be calibrated using a cell by cell electronic calibration network. The readout

signals are sampled every 25 ns and the peak and time offset are determined

using an optimal filetering tecnique.

2.2 The CMS electromagnetic calorimeter

The CMS collaboration has chosen a homogeneous calorimeter composed with

finely segmented crystals of lead tungstate (PbWO4), a radiation resistant and

chemically inert scintillator, with a very short radiation length X0 = 0.89 cm

and Molière radius RM = 2.2 cm, which allows the construction of a compact

and highly granular detector. Figure 2 shows a longitudinal view of a quarter

of the electromagnetic calorimeter: it is organised in a barrel region |η| ¡1.479

and a forward region to cover the pseudorapidity area below 3.0. Precision

energy measurements will be made only in the region |η| ≤ 2.6, matching the

coverage of the tracker.

The calorimeter is built out of 75848 Lead Tungstate (PbWO4) crystals.

There are 17 different crystal types in the barrel: each crystal has a length of

230 mm (25.8 X0) and a front face area close to 22×22 mm2, exact dimensions
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Figure 1: Longitudinal view of a quadrant of ATLAS electromagnetic calorime-
ter (left) and a sketch of the accordion structure of the calorimeter (right).
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Figure 2: Longitudinal view of a quadrant of CMS electromagnetic calorimeter.



depending on crystal type, giving a granularity of ∆η×∆Φ = 0.0175 × 0.0175.

The crystals are tapered and their axes have a constant off-pointing angle of

3o with respect to the nominal vertex position in both η and φ to avoid gaps

that are pointing to the interaction region, increasing the overall hermeticity

of the structure. The ECAL endcaps are built up of structures composed of

identical 5× 5 crystals, called super-crystals; endcap crystals are 220 mm long

(owing to the presence of the 3X0 thick pre-shower detector in front) and with

24.7×24.7 mm2 front face dimensions: they are slightly larger in cross-section,

shorter, and almost parallelepiped, compared to the barrel crystals. The front

face of the endcap shall be at a distance of 3170 mm from the interaction point.

The relatively low light yield imposes the use of photo-detectors with in-

trinsic amplification: in the barrel avalanche photodiodes (APDs) are used,

while in the endcaps, due to the higher expected neutron flux, vacuum pho-

totriodes (VPTs) are employed.

3 Electrons and photons reconstruction issues

Both in ATLAS and CMS, an e/γ leaving the interaction point will cross sev-

eral layers of tracking detectors and services before reaching the calorimeters.

Material in front of the calorimeter results both in photons conversion and elec-

trons bremsstrahlung; in particular material at low radii is the most dangerous

as the electron pair (in case of conversions) and the electron and the accom-

paying photon(s) (in case of bremsstrahlung) might be separated enough by

the magnetic field in the tracking volume so that they will not get to the same

calorimeter cluster leading to a degradation of the calorimeter performance.

3.1 Electrons and photons reconstruction in ATLAS

In the electromagnetic calorimeter reconstruction software, a sliding window al-

gorithm is used to search for clusters. The algorithm loops on all the calorimeter

cells and calculates the total energy deposited in a specific window around the

considered cell: a cluster is found when the energy deposition is greater than

a given threshold. Both sliding window size and threshold can be selected by

the user. The size of the cluster in (∆η, ∆φ) can be chosen by the user ac-

cording to the requirements of the specific physics analysis. The possibility to

introduce topological clustering tecnique in the electrons/photons reconstruc-

tion is presently under study. The energy of the cluster is then computed by
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summing the energies of all the cells of the cluster in the various samplings:

corrections are applied to take into account the energy lost in the upstream

material, the longitudinal leakage as well as the finite lateral containment. The

position of the cluster is determined in each compartment by calculating the

barycenter of the deposited energies and correcting for S-shapes effect. The

global η position of the e/γ objects is obtained from an average of the ηi po-

sitions in each layer weighted on the intrisic compartment resolutions. In the

case of H→ γγ decay, the longitudinal segmentation of the calorimeter allows a

calorimeter standalone primary vertex reconstruction with a resolution better

than 20 mm: when the inner detector information is added, a resolution of 40

µm can be achieved. The position in φ is measured from the second sampling

only which has the best granularity in the azimuthal coordinate.

Electrons are identified and reconstructed using information from the

calorimeter and the tracking detectors, including the transition radiation detec-

tor functionality of the straw tubes 1). About 20% of the electrons lose around

50% of their energy for bremsstrahlung while traversing the inner detector. To

recover the energy lost a wider cluster size along φ is used (3×7 cells). Various

techniques have also been studied to optimize the reconstruction of the elec-

tron track. Good results have been obtained inserting the cluster baricenter in

the calorimeter as an additional point in the track fit. By using shower shape

analysis, track-cluster match, E/p and transition radiation, ATLAS has stud-

ied the possibility to isolate an inclusive 20 (30) GeV electron sample against

the large QCD jet background. It has been estimated that for an electron effi-

ciency of 72.7 (67.5)% a jet rejection, with respect to jets reconstructed in the

calorimeter with pT > 17(25) GeV, greater than 1.5×105 (0.45×105) has been

obtained at low (high) luminosity.

A critical item that should be carefully considered is the number of pho-

tons conversions in the material in front of the electromagnetic calorimeter

(beam pipe, inner detector, calorimeter cryostat): the converted photons are

dangerous since they start showering before the beginning of the calorimeter

thus degrading the energy resolution in the detector and requiring a larger

cluster size. It is estimated that about half of the H → γγ events have at

least one photon converting inside R < 80 cm and |z| < 280 cm (where track

reconstruction is possible). Conversions with Rc < 40 cm can be recovered by

fitting to a common vertex opposite charge track pairs with the right kinemat-



ics 1): the resolution on Z coordinate of the conversion from the inner detector

measurement is expected to be 0.03 mm for Rc < 20 cm and 0.54 mm for 20

< Rc < 40 cm with an efficiency is about 86.4%, decreasing at higher radii

where track reconstruction is more difficult. To recover the energy loss due

to the opening of the electrons in the solenoid, a wider cluster size is used for

converted (3 × 7) than for unconverted photons (3 × 5 in the barrel, 5 × 5 in

the endcap): these dimensions are the best compromise between the needs to

collect all the particle energy and to reduce the contributions from pile-up and

electronic noise. Photons can be separated from jets by looking at the shower

profile (especially in the strips which have the better granularity along η), by

isolation cuts, by studying conversions and by applying a track veto 1). After

this selection the surviving jets are dominated by isolated high-pT π0. An ad-

ditional factor of three of rejection power (needed in the H → γγ analysis) can

be achieved by further cuts on the shower shape in the strip compartment. For

a 80% photon efficiency approximately flat in η and ET a total jet rejection of

about 1000 for 20 GeV photons and of about 3500 for photons of ET greater

than 50 GeV has been obtained. It has been shown with test beam data that

the γ/π0 factor of three in rejection is feasible (4.1).

3.2 Electrons and photons reconstruction in CMS

3.2.1 Energy and position reconstruction with the calorimeter

The main concern in calorimeter electron and photon reconstruction in CMS

is the recovery of the effects due both to the material between the interaction

point and ECAL and to the very intense magnetic field (4 T). For example, elec-

trons with PT = 35 GeV and |η| ¡ 1.5, loose on average 43.6% in bremsstrahlung

before exiting the tracker volume. In some cases, it can also happen that not

all the electron energy is reaching the calorimeter, since part of the bremm-

strahlung energy can be lost in the tracker material. To minimize the effects

in the energy and position reconstruction made by calorimeter, CMS has de-

veloped a topological clustering algorithm, the so-called SuperClustering, with

the idea to recover the electron energy by making cluster of clusters along a φ-

road (assuming that bremsstrahlng radiation lies to a good approximation only

in the φ direction). In the barrel, the Superclustering algorithm exploits also

the knowledge of the lateral shower shape in η, while dinamically searching for

separated sub-clusters in φ. In the endcap, instead, also the preshower energy
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needs to be summed up to the crystal supercluster energy. Some specific correc-

tions to the supercluster energy are also being studied, with the aim to recover

the energy lost in the tracker volume. The achieved energy resolution for elec-

trons with pT = 35 GeV/c amounts to σgaus/µ = 1.06% and σeff/µ = 2.24%,

where µ indicates the mean value of the Emeas/Etrue distribution, σgaus the

gaussian width and σeff the effective width containing 68.3% of the distribu-

tion. The corresponding numbers for the endcaps are σgaus/µ = 1.23% and

σeff/µ = 2.11%

SuperClustering is not used for measuring energy and position of un-

coverted photons, where a fixed matrix of 5 × 5 crystals has been found to be

the optimal choiche; instead, supercluster algorithms are applicable to the case

of converted photons, where the energy deposit is spread in a larger area on

the calorimter. The photons energy distributions have a resolution of 0.86%

for unconverted pT = 35 GeV/c photons and 1.15% for converted ones.

Impact point of electrons and photons is obtained by calculating a weighted

mean position of the crystals in the cluster, using a logarithmic weight instead

of a linear one in order to avoid correcting for S-shape effects. In the CMS de-

tector this simple picture is complicated by the non-pointing geometry, which

requires some definition of the crystal position in (η, φ), that is changing along

the crystal axis due to the calorimeter non pointing geometry. Crystal position

is calculated at the shower maximum depth along the crystal axis parametrized

as: 0.89[Log(E) + 5.7] cm. Determination of parameters is described in refer-

ence 2).

3.2.2 Electron tracking

An issue of particular importance for electron reconstruction and identification

is the use of tracker information, and the cluster-track matching aspects. In

the current version of the online reconstruction software, track seeding is ob-

tained propagating the calorimeter impact point back through the magnetic

field, and looking for compatible hits in the pixel detector. The advantage of

using this technique is that the matching of super-clusters to pixel hits is also

a powerful tool to reject the jet background 3) to electrons: with an efficiency

of 95% for isolated electrons in a pT interval from 10 to 50 GeV, a rejection

of 17 against QCD jets can be achieved at low luminosity. At this level, it is

also possible to efficiently separate electrons from photons, since in the pixel



detector photons has a little probability to convert. The pixel matching tech-

nique, instead, is not particularly suited for low pT electrons, such as the ones

which can come from a low mass Higgs decaying into 4 electrons. In some

cases, hits cannot be found in the pixel detector due to a wrong calorimeter

reconstruction, with a consequent loss of efficiency. An improved electron iden-

tification strategy specifically tuned for the low pT electrons is currently under

development. Other aspects which are now being tuned are the electron track

building and fitting procedures 4). In the online reconstruction algorithms,

a standard Kalman Filter algorithm 5) is used, treating electron as if it were

a muon, hence assuming both in the track building and in the fitting phase a

Bethe-Bloch distribution for the electron energy loss and stopping the track as

soon as a significant amount of bremsstrahlung has been emitted.

In order to be able to follow the track change of curvature, hence to mea-

sure not only the track momentum at the vertex but also the momentum at the

calorimeter surface, giving a direct measure of the amount of bremsstrahlung

emitted by the electron, a gaussian sum filter algorithm (GSF) has being devel-

oped 4). The Kalman filter, in fact, relies solely on gaussian probability density

functions, and it is not optimal for electron tracks, since the bremsstrahlung en-

ergy loss distribution of electrons propagating in matter is highly non-gaussian.

The key component in the application of the GSF to electrons is the approxi-

mation of energy loss distribution by means of a gaussian mixture; in the actual

implementation the Bethe-Heitler model has been choosen for the energy loss

distribution. The different components of the mixture measure different de-

grees of hardness of the bremsstrahlung. A comparison with the Kalman filter,

shows a clear improvement of the momentum resolution for low pT tracks; at

high momenta the results approach those of the Kalman filter 4).

3.2.3 Converted photons and primary vertex finding for H → γγ

Reconstruction of converted photons is another aspect of particular importance,

since has we have seen converted photons can degrade the Higgs boson mass

resolution in the H → γγ channel and lead to some inefficiency. The conversion

probability for photons is 27% in the centre of barrel (|η|= 0), 50% at the

junction of the tracker barrel and forward region (|η|= 0.9) and 62% at the

end of the ECAL barrel (|η|= 1.4). On average, 70% of the H → γγ events

have at least one of the two photons converted. Knowledge of the primary
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vertex position is necessary to have a precise direction determination of the

photon direction. The primary vertex can be determined by reconstructing all

the charged particle tracks in the event; the Higgs boson production vertex

can be correctly identified with efficiency of more than 90% at low luminosity,

exploting the fact that the total transverse momentum of the underlying event

charged particles is larger than that of the pile up events. However, at high

luminosity finding the right vertex is difficult, and the success rate decreases

at around 70%. Determination of the z coordinate of the primary vertex from

the tracks of a converted photon may help to choose the right vertex. Using a

sample of photons with pT = 35 GeV/c, it was shown that the z coordinate of

the primary vertex can be reconstructed with an accuracy of around 80µm if

a conversion occurs before 20 cm in transverse radius, 1.2 cm for conversions

between 20 and 65 cm. For late conversions, above 65 cm in transverse radius,

the tracks are poorly reconstrcuted and do not offer any useful information on

the primary vertex. The crucial parameter is the number of stereo layers in the

tracker which are crossed by the track.

3.2.4 Use of electrons and photons for calorimeter calibration

Reconstructed electrons and photons will play a crucial role in the in-situ

calorimeter calibration procedures. The CMS goal is to achieve a global inter-

calibration precision at a level of better than 0.5%; intercalibration precision

is directly going into the constant term of energy resolution with very little

scaling. High pT isolated electrons are produced at sufficiently high rate from

W → eν and Z → e+e− decays at LHC (respectively around 10 and 1 Hz at

low luminosity); they can be used to obtain both the intercalibration coefficient

and, exploiting the Z mass peak, the absolute scale of energy. However, in situ

calibration with electrons is complicated by the bremsstrahlung effects on elec-

tron reconstruction; current strategy is to apply loose cuts on bremsstrahlung

to intercalibrate regions of crystal with a uniform quantity of material in front,

while, selecting electrons with no or little bremsstrahlung, intercalibrate differ-

ent calorimeter regions between them. A complementary strategy is also being

defined, looking at the possibility to intercalibrate the calorimeter with uncon-

verted photons from the η0 and π0 decays, which are copiously produced at

LHC. Preliminary results show that suitable η0 and π0 decays, with sufficiently

energetic photons not overlapped between them, can be selected at a rate of



about 1Khz.

3.2.5 Selection efficiencies and rates

Detailed performance numbers on the online reconstruction and selection in

terms of the electron and photon rates output by the HLT can be found in 5).

As an example the total HLT electron/photon rate at low luminosity is 43 Hz,

of which 10 Hz are occupied by W → eν events and 1 Hz by Z → e+e−; the

HLT efficiency to select H → γγ (mH =115 GeV/c2) events is 77%.

4 Testbeam results

During the last years intensive test beam programs allowed to verify some of the

main design specification of the ATLAS and CMS calorimeters. Some selected

results of these runs are summarized in the following sections.

4.1 ATLAS calorimeter testbeam results

Besides the module 0 (a pre-production prototype module 6) 7)) a total num-

ber of 4 production barrel modules and 3 end-cap modules have been tested.

The sampling term of the energy resolution has been measured at various points

in η both in barrel and end-cap modules. As an example, the sampling term is

9.24% at η = 0.3625 (barrel) and 10.35% in the end-cap, at η = 1.9. The typi-

cal noise measured in a 3 × 3-cell cluster in the test beam set-up is about 160

MeV. The coherent noise has been estimated to be about 5% of the incoherent

noise. The results are in agreement with the expectations.

To reach the prefixed goal of keeping the constant term at the 0.7% level

the ATLAS strategy is the following. By a careful mechanical construction and

thanks to the electronic calibration, ATLAS aims at obtaining a local constant

term of about 0.5% in a region with a size of ∆η × ∆φ = 0.2 × 0.4 (which

corresponds to 128 middle cells). There are 440 such regions that then need to

be intercalibrated to correct for long-range disuniformities in the calorimeter.

The intercalibration will be performed in situ using Z → ee events. A 0.3%

intercalibration accuracy is already possible after few days of data taking thanks

to the high Z production cross section at the LHC. The response uniformity

has been measured on test-beam modules. It has been shown that on regions

including 517(733) cells of the barrel (end-cap) module—regions which are
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Figure 3: Response of a ATLAS calorimeter barrel module as a function of η
and φ

much larger than the nominal 128 cells—a uniformity of 0.57% (0.49%) has

been obtained. These results prove that the aimed uniformity has been reached

(see fig. 4.1).

The linearity of the response of the calorimeter has been studied in detail

with electrons beam from 10 to 180 GeV: the detector has been proved to be

linear within ±0.25% for E > 10GeV and within ±0.1% for E > 40 GeV as

reported in figure 4(a). The angular resolutions in the φ and θ directions have

also been measured in the test-beam set-up. The θ angle can be reconstructed

by using the shower direction as obtained from the strips and from the middle.

The results for electrons in the barrel (see fig. 4(b)) match the design goal.

Similar results have been obtained in the end-cap.

It has been shown with test beam data that the required γ/π0 factor of

three rejection on top of jets is feasible. From a photon beam, single-photon

events have been superimposed offline and selected if their kinematics was

consistent with that of a 50 GeV π0 decaying to two γ’s. For a 90% efficiency,

a rejection of 2.60± 0.05 against pions has been obtained (Montecarlo predicts

2.82 ± 0.10).
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Figure 4: Linearity of the response of the electromagnetic calorimeter (a) and
θ resolution times the square root of the beam energy as a function of η for a
ATLAS barrel module at 245 GeV (b)

4.2 CMS calorimeter testbeam results

Very important calorimeter test beams have taken place in the years 2002,

2003 and 2004. Analysis of the 2004 data test beam, which for the first time

involved a fully equipped calorimeter supermodule (1700 channels) with the

final electronics, are still going on at the time of writing.

For what concern the energy resolution, the new MGPA electronics design

showed to fulfill the design requirements in terms of noise and resolution. The

data showed some low frequency noise, the result of which is a pulse baseline

that varies from event to event. This effect is present with a uniform (15 - 20%)

spatial correlation, and can be easily subtracted; after correction the noise for

the sum of nine crystals is 129 MeV, corresponding to a noise per channel

of about 43 MeV. Figure 5 shows the energy resolution for the sum of nine

crystals. They confirm that the design performance can be reached.

Encouraging results have also been obtained in the area of temperature

and high voltage stability. Since both light yield (−2%/oC at 18 oC) and

APD gain (−2.4%/oC) depends on temperature, temperature should be stable

for long periods within 0.1oC not to affect the energy resolution, where “long
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Figure 5: Energy resolution for the sum of nine crystals obtained at four dif-
ferent energies as obtained from test beam

Figure 6: Left : Correlation between the signal from 120 GeV electrons in
one crystal and the signal from laser light injection. Right : Dispersion of the
parameter α



periods” can be understood to correspond to at least a period between two

in-situ calibrations (1-2 months). The cooling system showed a stability well

below the 0.1oC over a period of two months. Same type of requirements are

made for the APD high voltage system:

Ability to follow the crystal response monitoring the crystal transmission

has been also proved. In fact, irradiation of the crystals results in a reduction

of scintillation light transmission. In order to correct dynamically (between

calibrations with physics events) the calibration constant of each crystal for

this effect, a laser monitoring system will be installed. It distributes laser light

of three frequencies through a two-level fanout system with cross-verification by

precision radiation-hard PN diodes at each level, to each crystal via a radiation-

hard optical fiber. The basic idea is that the loss of the scintillation signal from

the laser light follows that from particles according to a ratio ∆signal = ∆α
laser .

As an example the results obtained for one of the crystals are shown in Fig.

6 (left). The fitted parameter α = 1.55 is measured with a precision of 3%.

Figure 6 (right) shows the dispersion of the exponent: very good uniformity is

found with a spread of 6.3%. Other important results concerns the precision

which can be reached in the intercalibration using the measurements which

are coming from the quality control measurements on crystal and electronics

performed in the calorimeter regional centers. Initial intercalibration from these

measurements is quite important, since it will not be possible, due to the very

tight schedule, to perform a beam intercalibration of all the crystals (this is

foreseen only for a small percentage of crystals to be able to perform cross-

checks and systematic studies). It has been shown that a precision of around

4% can be achieved using the light yield measurement.

Also an interesting test using cosmic muons (in this case APD gain has

been increased of a factor 4 in order to increase the signal to noise ratio) has

taken place. Preliminary results show that an intercalibration at a level of 3%

can be reached. A more complete test will be reapeated this year.

5 Conclusions

The ATLAS and CMS Collaborations have made different technology and de-

sign choices for their calorimeters and different calibration and reconstruction

strategies have been adopted. Both detectors have been optmized mainly for

Higgs physics and the stringent requirements set in this way make them able
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to cope with a wider range of physics channels. The performance of calorime-

ters modules has been carefully tested during many testbeams periods and the

results are whithin specifications. Simulations and analysis of test-beam data

gives confidence that both calorimeters will meet the stringent LHC require-

ments.
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Abstract

The expected selection performance for events with b quarks and τ leptons in
the final state with the ATLAS and CMS detectors are discussed. Reconstruc-
tion tools and trigger strategies are also reviewed.

1 Introduction

ATLAS and CMS are general purpose detectors that will be installed at the
Large Hadron Collider at CERN. Their main target is discovering new physics,
especially in the Higgs and Supersymmetry sectors. In particular the Standard
Model Higgs decay into bb̄ is expected to be the dominant decay channel for
a light Higgs boson (mH � 130 GeV) while the Higgs decay into τ leptons is
particularly important for a Minimal Supersymmetric Standard Model Higgs.
The detection of b quarks and τ is therefore crucial to increase the the new
physics discovery potential at LHC.
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2 Tracking System Layout

Both the ATLAS 1) and CMS 2) detectors have been designed in order to
optimize physics coverage at an affordable cost. They essentially consist of
three subdetector systems: the Tracking system, closest to the beam pipe, the
Calorimetric system and the Muon chambers.

ATLAS and CMS will make use of a detector based on silicon pixels in
the the innermost part of the Tracking systems. The Pixel detector grants the
most precise spatial measurement in the Tracking system, providing a three-
dimensional position information. In addition, the Pixel system is also charac-
terized by a very low occupancy (with a maximum of O(10−4) hits per pixel
at each bunch crossing, at LHC design luminosity) even in the high density
environment of proton-proton collisions at LHC.

Table 1: Main parameters of the ATLAS and CMS Pixel detectors.

ATLAS CMS

Barrel layers 3 3
Forward disks 3 2
Minimal radius (cm) 5.05 4.3
Pixel size (µm2) 50x400 100x150
Number of channels 8.2 107 6.6 107

rφ resolution (µm) 7 10
z resolution (µm) 70 15

The main characteristics of the Pixel detectors of ATLAS and CMS are
summarized in Table 1. Spatial resolutions of Pixel systems strongly depend
on the track impact angle and the size of clusters, so the quoted numbers only
give an average rough estimation. In the transverse plane, the effect of the
smaller pixel size of ATLAS with respect to CMS is partially balanced by the
smaller internal radius of the CMS Pixel detector.

After the Pixel system, both ATLAS and CMS detectors have silicon-
microstrip layers, some of them present a stereo tilt angle to allow a three-
dimensional position measurement. For the outer tracking, the two experi-
ments made a different choice: CMS still uses silicon micro-strips detectors,
while ATLAS uses a Transition Radiation Detector to allow a better particle
identification.

3 Track and Vertex Reconstruction Performance

In order to identify b and τ a very precise track and vertex reconstruction is
needed. All the results given in the following refer to a track reconstruction



algorithms based on a standard Kalman Filter. The efficiency to reconstruct
tracks depends on many factors, such as the event topology, luminosity con-
ditions and detector efficiency. Single muon tracks are reconstructed with an
efficiency close to 100% in the tracker acceptance assuming a perfectly aligned
detector.

Figure 1: Track reconstruction efficiency for single pions (left: the effect of
pile-up events is shown by filled circles) in ATLAS and for jets (right: red and
blue dots correspond to Et = 50, 200 GeV respectively) in CMS.

Figure 1 shows the track reconstruction efficiency as a function of the
pseudorapidity for single pions with the ATLAS detector simulation and for
jets with the CMS detector simulations. In both the cases the efficiency does
not fall below 85%.

The relative transverse momentum (pT) resolution for single muon tracks
is shown in Figure 2 as a function of the pseudorapidity. ATLAS and CMS
detectors reach similar performance, obtaining a relative pT resolution of a few
percent for single muons at high energies.

The impact parameter resolutions, evaluated on high pT tracks, are listed
in Table 2. ATLAS has a slightly better transverse impact parameter resolution
and CMS shows a significant advantage in the longitudinal coordinate, this
clearly reflects the different cell sizes in the Pixel detectors.

The vertex finding process is accomplished in two steps: first of all, pri-
mary vertices are reconstructed, identifying the one which triggered the event,
and subsequently the reconstruction of displaced vertices from high lifetime par-
ticles, like b and τ , is performed. The performance on vertex reconstruction is
clearly related to the quality of the track reconstruction. The reconstruction
of primary vertices can also be performed at an early stage, without using the
information from all the tracking system. Both ATLAS and CMS show that

algorithms based on a standard Kalman Filter. The efficiency to reconstruct
tracks depends on many factors, such as the event topology, luminosity con-
ditions and detector efficiency. Single muon tracks are reconstructed with an
efficiency close to 100% in the tracker acceptance assuming a perfectly aligned
detector.

Figure 1: Track reconstruction efficiency for single pions (left: the effect of
pile-up events is shown by filled circles) in ATLAS and for jets (right: red and
blue dots correspond to Et = 50, 200 GeV respectively) in CMS.
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it is possible to reconstruct and identify the primary vertex of the signal event
using only the Pixel detector. The main advantage of such an approach is that
it is fast, so that it can be used for event selection at trigger level and it can also
be used to constrain the track reconstruction with the full Tracker information
in order to not reconstruct tracks belonging to pile-up events.

Figure 2: Relative pT resolution for single muon tracks as a function of the
pseudorapidity in ATLAS (top) and CMS (bottom).

CMS has shown that in most interesting signal events at low luminosity,
the efficiency to identify the primary vertex is above 95% except for some signal
event, like H → γγ where the low charged track multiplicity does not allow the
primary vertex to be identified as the signal one. Dedicated algorithms have



to be used to identify the primary vertex for low multiplicity signal topologies.

Table 2: Impact parameter resolution in ATLAS and CMS.

ATLAS CMS

σ(d0) at η=1 15 µm 20 µm
σ(z0) at η=1 95 µm 40 µm

The resolution in the z position determination is about 50µm for low
luminosity events and improves up to 30µm using the full tracker information.
To reconstruct secondary vertices the information from the all Tracker system
are needed. The efficiency of secondary vertex finding depends on the impact
parameter of tracks belonging to a displaced vertex and the required purity on
the same set of tracks. Once the set of tracks coming from a secondary vertex
have been identified, a fit is needed to estimate the position of the secondary
vertex from which the decay length is computed.

Figure 3: Light-quark rejection in WH (H → bb̄) events as a function of the
pseudorapidity in ATLAS while 60% of b quarks are retained.

4 B-Tagging

The main characteristic of jets coming from b quarks with respect to light-
quark jets is that they contain large impact parameter tracks originating from
a secondary vertex, in fact the lifetime of B hadrons (1.6 ps) corresponds at a
decay length of around half a millimeter in the rest frame. Track reconstruction
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has to be precise enough to identify tracks with a large impact parameter in
order to combine the information provided by these tracks in different ways to
finally tag a jet as a “b-jet”.

To perform b-tagging online the processing time has to be reduced as
much as possible, both CMS and ATLAS have performed studies to check what
are the minimal tracker informations needed. For online purpose the impact
parameter significances of tracks belonging to a jet are directly used to tag the
jet. The High Level Trigger of CMS consists of only one trigger level using the
same algorithms as offline, made faster with a regional reconstruction. Using
a partially reconstructed tracks CMS studies have shown that it is possible to
select about 50% of b-quark jets with a light-quark jets rejection from 25 to
50 depending on the pseudorapidity regions. The expected offline performance
with the same b-tagging algorithm do not change significantly. ATLAS devel-
oped a dedicated algorithm for online track reconstruction, compatible with
the latency constraint. At Level 2 trigger, a rejection of light-quark jets of
about 15 is expected, while retaining an efficiency of b-quark jets of 50%. In
the next trigger selection, called Event Filter, offline quality algorithms allow
to improve the light quark rejection up to a factor 10.

Figure 4: Light-quark rejection in WH (H → bb̄) events as a function of the
efficiency in bb̄ events in CMS for different pseudorapidity bins.

Offline b-tagging techniques are not limited by the processing time, thus
more sophisticated observables can be adopted to evaluate the probability, for
a given jet, to come from a light quark.

It is not straightforward to make a direct comparison of the offline b-
tagging performance in CMS and ATLAS, because different event samples are
used and results are presented in a different way. Nevertheless, Figures 3 and



4 show the results obtained, in the two experiments, adopting very similar b-
tagging algorithms, both based on the likelihood-ratio method and exploiting
the transverse impact parameter significance of the reconstructed tracks. In
particular, the left plot shows, for ATLAS, the rejection against u-jets produced
in the decay of a 120 GeV Higgs boson (WH associated production, H → uū
decay) as function of the pseudorapidity, corresponding to 60% efficiency on
b-jets (from the H → uū decay). The right plot shows, instead, the mistagging
rate in CMS, as a function as a function of the efficiency in bb̄ events for
different pseudorapidity ranges.

To further improve b-tagging, the information of the track impact param-
eter inside a jet can be combined with the search for secondary vertices and
other kinematic variables (like invariant mass and charged track multiplicity
at the secondary vertex). CMS is finalizing this combined b-tagging approach,
while ATLAS has shown that adding the information of the secondary vertex
improves by a factor up to three the b-tag performance. Even if the displaced
tracks in a jet give the most powerful feature to discriminate b-quark from
light-quark jets, a lepton-based b-tag can also be useful. In this case the b-
tagging efficiency is limited by the branching ratio of the leptonic b decay which
is around 20%. In both ATLAS and CMS experiments b-tagging techniques
based on the lepton reconstruction and identification are under developing.

5 B-Tagging performance at Startup

The b-tagging performance presented in the previous section refer to a perfectly
optimized detectors. The effect of the realistic conditions of the detector, like
misalignment, readout inefficiency and dead channels, precise description of the
magnetic field and material budget, is presently under intensive study.

In particular, it is possible that in the startup phase only the inner and
middle barrel layers of the CMS pixel detector will be installed. A similar
startup condition was suggested in the past also for ATLAS, but is now dis-
carded. The effect of these staged scenarios have been deeply investigated, es-
pecially for b-tagging where the information from the pixel detectors is essential
to precisely evaluate track parameters and reconstruct secondary vertices.

Table 3: Ratios of light quark rejection for staged and not-staged ATLAS pixel
scenarios, for the WH and ttH benchmark channels at low luminosity.

u-jet rejection: perfect alignment u-jet rejection: misaligned

εb=50% 164 ± 4 106 ± 2
εb=60% 53 ± 1 39 ± 1

The ATLAS Collaboration also evaluated b-tagging performance in the
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6 Tau-Tagging

The signature of a τ -lepton decaying into hadrons consists on one or three
prongs jets. The τ -lepton identification is mainly based on the search for col-
limated jets using the information from both the Tracker and Calorimetric
systems with a significant amount of missing energy due to the neutrinos. Be-
ing the τ lifetime (0.3 ps) significantly lower than the one of b hadrons, the
detection of displaced tracks is only used at the offline stage, when all the pre-
cise information from the Tracker system are available. The leptonic τ decays
are also considered: the electron decay is treated as the hadronic case and the
muon decay needs the track impact parameter to be reconstructed.

At present, ATLAS mostly performed offline studies after the Level 1 trig-
ger selection and CMS presented detailed strategies for the High Level Trigger
chain, while offline strategies are under investigation. If the only calorimetric
information are used to define an isolation variable for narrow jets, CMS shows

benchmark channel ttH both with H → bb̄, in case of misalignments in the pixel
detector; the results listed in Table 3 correspond to a 20 µm misalignment in the
RΦ plane and 60 µm along Z. The effects of misalignment become negligible
below 5 and 15 µm for the two coordinates respectively.

The effect of the CMS staged scenario is instead shown in Figure 5 in
terms of b-tagging efficiency in bb̄ events as a function of the mistagging rate
in light qq̄ events. The mistagging rate increases by a factor two with a staged
scenario, while 60% of b-quark jets are retained.

Figure 5: The b-tagging efficiency in bb̄ events as a function of the mistagging
rate in light qq̄ events at low luminosity for a staged and not-staged CMS pixel
scenarios.
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that 86% of H → τ+τ− signal can be selected when around 30% of QCD events

are retained 3). The performance on τ -isolation criteria can be improved by
checking for tracks reconstructed in a cone around the direction of the τ jet. In
order to optimize the processing time at HLT, the Pixel detector response can
be used to reconstruct tracks in the cone. In Figure 6, the signal efficiency is

Figure 6: The τ-tagging efficiency at High Level Trigger in H → τ+τ− events
as a function of the QCD efficiency in light qq̄ events at low luminosity for a
staged and not-staged CMS pixel scenarios.

presented as a function of the QCD efficiency varying the isolation cone in the
Pixel detector.

Figure 7: The τ-tagging efficiency in H → τ+τ− events as a function of the
QCD rejection and for different pT bins with ATLAS.

No significant difference is shown for different Higgs mass hypotheses,
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while in the case of a staged scenario the performance decreases of about 10%.
Using all the Tracker response improves the signal efficiency of 15%, but the
processing time increases of a factor 2. At the offline stage the whole in-
formation from the Tracker can be used and displaced decay vertices can be
reconstructed. ATLAS uses a likelihood approach to search for H → τ+τ−

decays based on isolation variables.
ATLAS shows (Figure 7) the τ identification efficiency as a function of

the QCD rejection. Rejection rates at the same signal efficiency can vary a lot,
depending on the pT of the tau.

7 Conclusions

Many interesting channels relevant for discovery physics studies at LHC, such
as searches of Higgs bosons or supersymmetrical particles, will contain in the
final state jets coming from b-quarks or tau leptons. Both ATLAS and CMS
experiments have developed efficient trigger and offline selection strategies to
identify this kind of events.

In this contribution the current performance for the two experiments was
reviewed, for both the online and the offline implementations, showing that
it should be well adapted to the physics requirements at LHC. Anyway, the
comparisons between the experiments are far from being complete, due to many
factors: different event samples are often used; different development stages for
the online and offline strategies; intrinsic difficulties in comparing online results,
due to infrastructural differences in the approach to the trigger selection.

The comparison between the two experiments will become even more
interesting as soon as performance studies will heavily focus on the commis-
sioning phase. Common event samples will be probably used, and a throghout
review of the selection methods will be performed in similar ways. Examples of
this kind of studies, such as those on the impact of misalignments or of staged
detector scenarios, are already provided in this contribution.
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Abstract

The Energy Flow method is based on the integration between the calorime-
ters and the tracker. The idea is to substitute the calorimetric measurement
of the energy with the momentum measured by the tracker for charged tracks.
The goal is to improve the final resolution on jet energy and direction and
correct the energy scale. The current status of the Energy Flow algorithms for
both ATLAS and CMS experiment is discussed.

1 Detectors description

The Energy Flow techniques rely on the combined performances of the tracker

and the calorimeters. A brief reminder of the structure of these subdetectors

for the ATLAS and CMS experiments will be useful to better understand the

results discussed in the following.
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The ATLAS calorimetry 1) makes use of different technologies in different

pseudorapidity regions. The EM calorimeters cover up to |η| 	 3.2. The

passive material (lead) is disposed along an accordion structure, while LAr is

used as the active material. There are three longitudinal layers for a total of 24

radiation lenghts (1.2 interaction lenghts), while the transversal segmentation

is ∆η × ∆φ = 0.025 × 0.025. The HAD calorimetry makes use of a iron–

scintillating tiles calorimeter in the central region |η| < 1.7 while, because of

its intrinsic radiation hardness, lead–LAr is used again up to |η| < 3.2. The

forward region 3.2 < |η| < 5 is covered by the Forward Calorimeter. The goals

for the resolution and linearity on single electrons and pions for the barrel

region have been reached at the combined testbeams 2) 3) (10%/
√

E ⊕ 0.7%

for electrons, 50%/
√

E ⊕ 3% for pions.

The inner tracker 4) combines high-resolution detectors at the inner radii

with continuous tracking at the outer radii (3 layers of pixels, four of silicon

microstips, and a straw tube tracker, the TRT). The tracker is included in a

2T solenoidal magnetic field. The momentum resolution is

σ

(
1

PT

)
=

(
0.36 ⊕ 13

PT

)
TeV−1 (1)

where PT is expressed in GeV, while the efficiency for isolatd tracks is above

95% (87–90% for non–isolated tracks).

The CMS calorimetry 5) 6) is divided in a barrel (|η| < 1.5) and 2 end-

caps (|η| < 3). Two forward detectors complete the hermeticity up to η = 5.

The EM section (ECAL) is composed by PbWO4 crystals, with a trasversal

segmentation of ∆η × ∆φ = 0.0174 × 0.0174 and one longitudinal section of

25.8X0. The resolution for single electrons in barrel can be parametrized by

σ(E)

E
=

2.5%√
E

⊕ 0.5% ⊕ 150 MeV

E
(2)

The hadronic calorimeter (HCAL) is a sampling calorimeter (brass as passive

material, scintillating tiles as active material). The transversal segmentation is

∆η × ∆φ = 0.087 × 0.087 for |η| < 2 and coarser for larger |η|. The testbeam

results 7) indicate a resolution on single “mip-in-ECAL” pions of 101%/
√

E ⊕
4.0%.

The tracker 8) has three pixel an ten silicon microstrips layers in the cen-

tral region, while the end–cap region is covered by two pixel layers, three inner



and nine outer forward disks of silicon detectors. The momentum resolution is

σ

(
1

PT

)
=

(
0.15 ⊕ 5

PT

)
TeV−1 (3)

with more than 95% efficiency for isolated tracks reconstruction (90% for non–

isolated tracks).

2 Energy Flow Algorithms in ATLAS

Inside the ATLAS collaboration, two different approaches to the use of the

energy flow have been been studied. The first one 9) (approach A in the

following) builds EnergyFlow objects from calorimeter towers and tracks and

uses them as input objects for the jet reconstruction algorithm, while the second
10) (approach B) applies energy flow techniques on reconstructed jets. Both of

them are at present somewhat limited by the ad interim solutions used inside

ATLAS for the clustering. While at present the standard clustering for jets is

done only in the η–φ space, the final clustering, which is under development,

will make use of the complete η–φ-r segmentation of the ATLAS calorimetry,

thus allowing for 3D clusters, more efficient in recognizing energy deposits

belonging to a jet and less sensitive to noise.

The aim of the approach A is to define consistently topologically con-

nected EnergyFlow objects. Each charged track seeds an EnergyFlow object.

The tracks are then associated to calorimeter clusters both in the EM and in

the HAD calorimeter extrapolating the track trajectory using the helix and

making a matching in the η–φ space. The energy deposit expected for the

particle (given its identification and its momentum measured by the tracker) is

then subctracted from the calorimeter clusters. If the remaining energy in the

cluster is within 1.28 σnoise from zero, the cluster is removed from the cluster

list. The remaining non–zero EM clusters seed EnergyFlow objects, the η–φ

association is repeated and the expected energy deposits in the HAD clusters

is subctracted. The remaining HAD clusters seed EnergyFlow objects.

Finally, EnergyFlow objects that are topologically connected (an EM clus-

ter can be associated to more than one HAD cluster because of the bending of

the magnetic field, for example) are grouped together in only one EnergyFlow

object.
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Figure 1: The ratio between the reconstructed and reference energy is
considered for events with 3 particles in the final state (γ, n, π±). The
shape of the distribution is degraded as they get close (on the left: ∆R >
0.1, on the right: ∆R = 0.05).

Approach B considers as input for the Energy Flow algorithm the already

reconstructed jets. The idea is to identify (within a jet) clusters generated from

charged hadrons, photons, electrons and finally neutral hadrons. To do this, a

first iteration is performed on EM clusters. The central cell of those clusters

that do not have a charged track pointing to them is chosen as a seed, and all

the cells within ∆R = 0.0375 are labelled as EMCL. Then an iteration over

the tracks is performed, and all the cells within ∆R = 0.0375 from the track

are labelled as CHRG. Finally, unassigned cells are labelled as NEUH. Ideally,

EMCL should take into account photons, CHRG should account for charged

pions, while NEUH should inlcude neutrons.

It is worth to notice that the Energy Flow algorithms work at best with

high granularity calorimeters and low multiplicity enviroment. If the subctrac-

tion of the expected energy is performed on an isolated cluster, one can expect

an improvement on the resolution. But as soon as the clusters are not well

separated, the subtraction of the expected value does not lead to an improve-

ment of the resolution. This can be seen for example in fig. 1, where a “jet”

composed by only three particles (γ, n, π±) is considered. If the particles are

far away in the η–φ space (left plot), the distribution of the measured energy is

well shaped, but as soon as the particles become close (right figure), the Energy

Flow response loose its regularity. Therefore, a refined 3D clustering algorithm

is mandatory to improve the performances of the Energy Flow algorithms in



Figure 2: On the left: the ratio between the reconstructed and the refer-
ence energy for the approach A on 50 GeV jets. The σ(E)/E on the
core of the distribution is 7%. On the right: The same for approach B
for jets with energy between 20 and 60 GeV. The σ(E)/E is 12–13%.
As a reference, the TDR resolution for jets at 50 GeV is 8–9 %.

ATLAS.

Fig. 2 shows the results of both the approaches discussed. Noise and

pile–up are not included in the simulation. The left figure shows the current

performances of approach A for 50 GeV jets. Two different contributions can

be seen. The core of the distribution (whose σ(E)/E is 7%) shows the per-

formances where the track subtraction has worked, while in the broad peak,

it did not work. The right figures shows the performances of approach B on

jets with energy between 20 and 60 GeV. While the distribution is much more

regular, the peak is broader (σ(E)/E 	 12 − 13%) with respect to the core of

the left plot. For comparison, the resolution quoted in the TDR for 50 GeV

jets (from the standard calotimeter measurement) is 8%. The improvement

of the clustering strategy could give an important improvement to the Energy

Flow performances.

3 CMS algorithm description

As for ATLAS, an Energy Flow Algorithm has been developed inside the CMS

collaboration. The idea that low pt track momenta are better determined by

the tracking system inside the 4T magnetic field than by their energy measure-

ment in the calorimeter is the starting point. The current implementation 11)
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corrects the jet energy and direction after its reconstruction by the jet-finding

algorithm (that uses the calorimetric deposits only). Up to now the EF algo-

rithm works with jet provided by cone jet-finding. In fact the cone size ∆R is

a basic parameter both for the jet-finding and for the EF algorithm.

The CMS jet-finding cone algorithms do not directly recover charged

tracks which, for effect of the magnetic field, are swept out of the jet cone,

while the ATLAS one does. Therefore the CMS EF algorithm carries out this

operation too.

The integration between Calorimeter and Tracking system measurements

is performed by the EF algorithm through the following steps:

• Jets in the event are reconstructed by the calorimeter using an iterative

cone algorithm. The jet object is defined by the collected energy and the

direction.

• In the event all tracks with PT > 1 GeV and |η| < 2.4 are reconstructed

and selected at the vertex in a cone ∆R around jet direction. The cone

is the same of the jet-finding algorithm.

• For each track the impact point on the ECAL inner surface is extracted

and extrapolated to the HCAL one.

• The expected response of the calorimeter to each charged track is sub-

tracted from the calorimetric cluster and track momentum is added.

• Other low PT charged tracks, swept out of the jet cone definition by the

magnetic field, are added to jet energy.

The algorithm doesn’t include two features that, in a future implemen-

tation, could improve its performance. The first one is the use of Particle

Identification: at the current status, the response to a pion is used for every

charged track, indipendently of its type. The second is the response subtrac-

tion: even if there is a good confidence that a cluster is formed by a single

track, the current EF algorithm subtracts only the expected energy deposit of

the track and not the complete cluster. This leads to a good improvement in

the jet energy calibration, but not in the energy resolution.

The algorithm performance has been tested comparing Montecarlo1 and

1Montecarlo jets are reconstructed implementing the same jet-finding algo-
rithm than for reconstructed jet with tracks information from the MC truth
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Figure 3: Jet transverse energy resolution (left) and reconstructed jet
transverse energy (right) as a function of the generated jet transverse
energy. Jets with 0 < |η| < 1.4 (barrel) from a sample with low lumi-
nosity pile-up; reconstruction with calorimeter only (close circles), sub-
traction procedure of expected responses using library of responses and
out-of-cone tracks (close squares).

reconstructed jets, with and without EF applied. Di-jet events with PT be-

tween 80 and 120 GeV/c were generated with PYTHIA and fully simulated

and reconstructed inside the CMS software framework 14) 13). Effects due

to low luminosity (L = 2× 1033cm−2s−1) pile-up have been included. The res-

olution and the reconstructed jet energy fraction are shown for jets generated

with |η| < 1.4 in fig. 3. When the EF algorithm is applied, the reconstructed

jet energy fraction for 40 GeV generated jets increases form 0.80 to 0.99 and

the same fraction for 100 GeV jets increases from 0.85 to 1.00. The resolution

improves by about 20-25% as a result of adding the out-of-cone tracks.

In the endcap region (figs. 4), jets with the same ET as in the barrel are

more energetic and, in addition, the tracking efficiency is smaller in the endcap

than in the barrel. Therefore, the tracker information is not relevant in the

endcap above 80-90 GeV and is less rewarding for lower ET jets than in the

barrel. Besides jets in the endcap are more affected by pile-up than in the

barrel.
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Figure 4: Jet transverse energy resolution (left) and reconstructed jet
transverse energy (right) as a function of the generated jet transverse
energy. Jets with 1.4 < |η| < 2.0 (endcap) from a sample with low
luminosity pile-up; reconstruction with calorimeter only (close circles),
subtraction procedure of expected responses using library of responses and
out-of-cone tracks (close squares).

The performance of the EF algorithm has been tested also on events with

a 120 GeV/c2 X object decaying into light quarks with initial and final state

radiation switched on. The X mass is reconstructed from the two leading jets

that are within R = 0.5 of the direction of the primary partons. The ratio

of the X mass reconstructed to the X mass generated for calorimetry jets and

calorimeter-plus-tracker jets is shown in Fig. 5. The di-jet mass is restored with

a systematic shift of about 1% and the resolution is improved by 10%. The

ratio of the reconstructed to the generated X mass is 0.88 before corrections

with tracks and 1.01 after corrections.

A more recent extension to the EF algorithm makes use of two cones

with different size 12): a smaller one for the jet-finding step and a larger

one for the out-of-cone charged tracks recovery step. The idea of two different

cones is suggested by the fact that neutral tracks release their energy basically

along the jet direction , since they are not deflected by the magnetic field.

Therefore a small cone is sufficient to recover most of the neutral deposits
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Figure 5: Ratio of the reconstructed to the generated X mass with
calorimeters only (empty histogram) and with calorimeter + tracks cor-
rections (hatched histogram).

in the calorimeter; the charged contribution to the jet energy is subsequently

recovered by the tracker using a larger size cone. In this way, for the same

amount of charged and neutral jet fragments recovered, the contamination by

neutral deposit which do not belong to the jet (pile-up, underlying event, etc..)

can be reduced. The performances of this extended algorithm are currently

under investigation.

4 Conclusions and Outlook

The usage of EF algorithm in jet reconstruction looks more promising in the

CMS experiment than in ATLAS. The latter, in fact, has placed more emphasis

to the hadronic calorimeter performance. However it’s important to stress that

part of the power of the CMS EF algorithm is due to the recovery of out-of-

cone tracks, a feature already included in ATLAS jet-finding process. In the

future improvement in the EF algorithm performance are expected for both

collaboration: ATLAS is developing a 3D clustering algorithm which will be

more efficient in separate energy deposits; CMS plans to implement particle ID

so that the correct calorimetric response for each track can be evaluated.
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Abstract

The LHC (Large Hadron Collider) at CERN will be a ”‘top factory”’ given
the high top quark production cross section. This paper reports the present
perspectives for the top physics measurements that will be possible at CMS and
ATLAS, focussing on the top mass, single top production and FCNC decays.
The huge top sample collected may be used in the commissioning phase to
calibrate jet energy and B-tagging algorithms.

1 Introduction

The top quark discovery 1, 2) and mass measurement 3) highlighted the

uncommon nature of the heavvier quark. Top decays proceed through the

channel t → Wb with a BR of 0.99, so being a source of energetic b-jets. The

fact that τdecay < τQCD implies that the top quark exists only as a free quark,
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Figure 1: The mass of the reconstructed top in the semileptonic channel after all

cuts including the contribution of the indicated background processes at CMS 6)

and ATLAS 5).

so that the effects from new physics should show up very clearly on top of the

precise Standard Model preditions. Some SUSY particles and heavy resonances

have the top quark as decay product: as a consequence the Standard Model

production of the top quark is the background to many new physics channels.

2 Top quark mass measurement at LHC

The top pair production at LHC has been computed at the NNLO-NNNLL

order 4) to be (825± 150)pb, about 100 times higher than the one at Tevatron.

At low luminosity LHC will then produce 8 · 106 tt̄/y, so being a top factory.

The top quark can be seen in the semi-leptonic (lepton + light jets +

b-jets), leptonic (di-lepton + b-jets) and hadronic channels, whose signatures

are respectively the presence of a lepton plus jets, a lepton pair plus b-jets and

a multijets event.

2.1 Semi-leptonic channel

The lepton + jets channel is easily triggered and has a BR of 29.6%. An in-

tegrated luminosity of 10fb−1 will contain a sample of 2.5 · 106 events. The
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Figure 2: Dependence on top quark mass of the isolated lepton plus J/ψ invari-

ant mass (solid line) and of the isolated lepton plus µ-in-jet (dashed line) 15).

hadronic decaying top can be fully reconstructed and the cut over the recon-

structed mass |Mjjb − Mt| greatly improves the backgroud reduction. The

leptonic decaying top can be partially reconstructed by imposing ET (ν) =

ET (missing) and Mlν = MW . The main background to this process arises

from SM W+jets and Z+jets production. The top mass peak is shown in fig.1

for both ATLAS 5) anc CMS 6) experiments. The expected mass resolution is

1 ÷ 2 GeV.

An improvement to the mass measurement can be achieved looking at tt̄

pairs produced back-to-back with high PT . The backgrounds and the wrong jet

assignments are then reduced since the decay products will occupy two distinct

emispheres.

Another interesting analysis looks for a J/ψ in the final state, which

is easily reconstructed in the dimuon decay. The top mass depends on the

invariant mass of the system lepton+J/ψ (fig.2). This analysis is unrealistic at

low luminosity, while it becomes promising at full luminosity with an expected

sample of about 1000 events/y.
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2.2 Leptonic channel

The leptonic decaying top is easily triggered by a dilepton trigger and has a BR

of 4.9%. Due to the presence in the final state of two ν’s, the mass measurement

relays on the MC studies for the angle between the b quark and the lepton.

The pairing between the b quark and the leptons is made by minimising the

invariant mass M2
lb and is correct in about the 85% of the cases.

An improvement to the top mass measurement can be done by looking

at the soft lepton coming from the b quark cascade decays, the top mass being

strongly correlated with the invariant mass of the lepton pair.

2.3 Hadronic channel

Although the 44.4% of the tt̄ pairs decay into a full hadronic final state, trig-

gering the hadronic channel is far from trivial, since only very high jet energy

thresholds give reasonable QCD rejection. The S/B ratio, using b-tagging and

event shape variables, may be reduced to about 1/8 ÷ 1/6, the background

being mostly multi-jet QCD events. The event can be fully recostructed but

the correct pairing between the jets is not trivials.

2.4 Top mass measurement from the production cross section

The tt̄ production cross section is dependent on the top mass. The statistical

contribution to the top mass measurement error is lower that 10% after a

few days of low luminosity data taking. On the other hand, the sistematic

contribution to the top mass measurement is quite relevant: a PDF uncertainty

of 10% gives a ∆Mtop of about 4 GeV, while the uncertainity on the total cross

section is estimated to account for another 5%. Measuring the top mass using

the production cross section is however interesting since the systematic effects

are uncorrelated with the ones for the full event recostruction tecniques.

2.5 Summary of top mass measurement

The sources of top mass uncertainty are summarized in table 1 for the tec-

niques described so far. The values quoted refer to both ATLAS and CMS

experiments. The systematic errors are correlated between the experiments

and the tecniques.



Source of error Semilept. Semilept. Lept. σtt̄ Semilept.
(high PT ) J/Ψ

Statistical 0.10 0.25 0.90 (?) < 0.05 < 1.0
Light jet

energy scale 0.20 1.2 (?) - - -
b-quark jet
energy scale 0.60 0.60 0.60 - -
ISR/FSR 1.5 (?) 0.2 (?) 1.0 (?) 0.30 (?)

b-quark fragm. 0.25 0.10 0.70 - 0.60
backgrounds 0.15 0.10 0.10 (?) negl. 0.20

PDF negl. negl. negl. 4.0 0.20
Total < 2.0 (?) < 2.0 (?) < 2.0 (?) < 4.0 (?) < 1.3 (?)

Table 1: Top mass measurements error sources (in GeV) for the various tec-
niques described in the text.

From the reported data a combined error of about 1 GeV should be

achievable.

3 Single top production

The electroweak single top production provides a direct measurement of the Vtb

CKM element and is particularly sensitive to new physics beyond the Standard

Model, entering the W − t − b vertex.

This process has never been observed so far; published Tevatron analyses

only give cross section upper limits 7, 8, 9).

Single top quarks can be produced at hadronic colliders via the three

processes shown in fig. 3: t-channel (or W -gluon fusion) is the main production

mechanism with σ ≈ 250 pb expected at LHC 10), Wt associated production

follows with σ ≈ 60 pb 11), and s-channel (or W ∗) process has only σ ≈ 10

pb 10). It is interesting to study the three processes separately, since they are

differently sensitive to new physics: the existence of a new massive vector boson

W ′ would increase the s-channel signal, while a FCNC process gu → t would

signal itself in the t-channel process, and in a light SUSY scenario 12) the Wt

production would have to be disentangled by a significant H±t production.

Furthermore, the three processes have different backgrounds and their

systematic errors are different (see Table 2). The s-channel has the lowest

A. Giammarco and G. Gagliardi 157



158 A. Giammarco and G. Gagliardi

q
q

W t

b
b
–

g

b

g
b W

t

q

q
–

W t

b
–

Figure 3: Single top diagrams. From left to right: t-channel (or Wg fusion),
Wt associated production, s-channel (or W*).

rate, but is the best theoretically understood mechanism of electroweak top

production.

dσ/σ (%) dσ/σ (%) dσ/σ (%)
Source of error s-channel t-channel Wt

Statistical 5.4 0.71 -
PDF 4 10 -

µ (scale) 4 5 -
δmt = 2 GeV 5 2 -

Total theory error 7.5 11 50

Table 2: Relative errors in the cross section for the three single top production
processes.

The main backgrounds, due to final states similar to the processes under

study, are tt̄ (σ ≈ 830 pb) and Wbb̄ (σ > 300 pb). To reduce the enormous

QCD multi-jets background, all the published analyses require a high pT lepton

in order to select t → lνb decays.

3.1 t-channel production

The most striking feature of the final state for this process is the presence of a

forward light jet from the “spectator” quark, i.e. the one recoiling against the

W (see fig. 3). Furthermore, the b̄ (b) quark associated to the t (t̄) quark tends



Figure 4: Transverse momentum spectra for the final state partons in the t-

channel production of single top quarks 15).

to be produced at very small angle, resulting outside of the detector acceptance

in most cases (see fig. 4). So, the typical selection requires exactly two jets with

only one tagged as b-jet.

ATLAS 13) further requires that the total mass of the event be greater

than 300 GeV and that the sum of the ET ’s of the lepton and all the jets be

greater than 200 GeV, selecting 27000 signal and 8500 background events after

30 fb−1. This corresponds to S/B=3.1 and give a 0.71% relative statistical

uncertainty on the cross section.

CMS 15) asks for a jet in the forward calorimeter (2.5 < |η| < 4.0)

and another jet in the central region (|η| < 2.5), selecting 6600 signal events

and 1900 background events (S/B=3.5) in a window around the nominal top

mass after 10 fb−1 integrated luminosity, yielding a 1.5% relative statistical

uncertainty on the cross section.

3.2 Wt production

This process yields two W ’s, the one produced in association with the top and

the other coming from its decay. The strategy followed by ATLAS 13) is to
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select events in which one W decayed leptonically and the other hadronically,

by asking one high pT lepton lepton and exactly three jets, one tagged as b-jets

and the other two with an invariant mass in a window around the nominal W

mass. With the additional requirement of the total mass of the event smaller

than 300 GeV, 6800 signal events and 30000 background events (mostly tt̄)

survive the cuts, giving S/B=0.22 and a 2.8% relative statistical uncertainty

on the cross section.

3.3 s-channel production

Tight cuts must be applied to obtain a reasonable signal-to-background ratio

for this small cross-section process. Exactly two high pT jets are required, both

tagged as b-jets. This significantly reduces the W+jets background (whose jets

have softer spectra) and also tt̄ (containing, on the contrary, too many high pT

jets on average) and t-channel background. In the ATLAS analysis 14) further

cuts require that the invariant mass of the event be larger than 200 GeV and the

scalar sum of the jet transverse momenta be larger than 175 GeV. This selects

1100 signal events and 2400 background events (mostly tt̄) with S/B=0.46 and

a 5.4% relative statistical uncertainty on the cross section.

4 FCNC

LHC will give the opportunity to put stringent limits on rare top decays, in-

cluding the Flavour Changing Neutral Current (FCNC) ones.

According to the Standard Model, branching ratios are way too small

for FCNC decays to be observed, but an opportunity for new physics to be

revealed is provided.

4.1 t → qZ

Standard Model and Minimal SuperSymmetric Model predict BR(t → qZ) to

be of order 10−12 and 10−8, respectively. The golden channel for this search

is of course tt̄ → qZbW → qllblν, with two leptons in a mass window around

the nominal Z mass. This way a branching ratio as small as 1.1× 10−4 can be

measured 5).



4.2 t → qγ

SM and MSSM predict BR(t → qγ) to be of order 10−12 and 10−8, respectively.

Again, the best selection comes from W decaying leptonically. A branching

ratio as small as 1.0 × 10−4 can be measured 5).

4.3 t → qg

This channel is so overwhelmed by backgrounds that there is apparently no

hope to observe this decay. On the other hand the same tgq FCNC coupling,

if enhanced by new physics, would give a spectacular and quite unambiguous

same sign top production (qq → tt). In this case, a branching ratio as small as

7.4 × 10−3 may be extracted 5).

5 Top quark and commissioning of the detectors

For the LHC experiments in the commissioning phase we can assume that a

leptonic trigger will be available, while the b-tagging and light quarks rejection

efficencies and the jet energy scale will still have to be calibrated and under-

stood. In this scenario the semileptonic decaying top sample will be a tool to

provide energetic b-jets in kinematical closed events.

In fig. 5 the top mass peak from the semi-leptonic sample collected in the

first days of LHC operation (integrated luminosity: 150pb−1) is shown over the

expected background. The three jet combination with higher PT is assigned to

the hadronic decaying top.

Of the four jets from semileptonic top decays two can be assigned to the

W decay by imposing tight invariant mass cuts: the remaining two jets make

an high purity b-jets sample useful to calibrate the b-tagging algorithms. By

rescaling the 4-vector of the non-tagged jets in order to obtain Mjj = MW it

is possible to calibrate the jet energy in the 50 ÷ 200 GeV PT range with a

1% precision. For PT (jet) of the order of 50 GeV the FSR must be taken into

account by loosening the jet cones; for PT (jet) greater than 200 GeV the jet

overlapping becomes dominant.
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Figure 5: Semi-leptonic top signal over the expected background after the selec-
tion described in the text, for an integrated luminosity of 150pb−1.
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Abstract

The two general-purpose experiments in the Large Hadron Collider at
CERN, ATLAS and CMS, offer a wide range of “new” and “standard” physics.
In this note the Standard Model physics potential - and more specifically that
of W and Z bosons - is briefly outlined. An overview is given of feasibility
studies for gauge boson precision measurements. Further, the use of W and
Z final states to improve the existing experimental limits on triple gauge cou-
plings is discussed. Finally, the importance of the Z and W samples during
the commissioning phase - for calibration and alignment of the detector, but
also as a reference physics sample for studies of the underlying event and the
determination of parton density functions - is discussed.
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1 Introduction

The LHC is primarily intended as a discovery machine exploring the energy

frontier. In several articles in these proceedings the “new” physics reach of

ATLAS and CMS is discussed. However, the characteristics of the collider

offer very interesting possibilities for Standard Model physics as well. The

production rate for gauge bosons is unprecedented: during the initial years

of operation, with the “low” luminosity of 2 × 1033cm−2s−1, 100 million W

bosons decaying into an electron and a neutrino and 10 million Z to electron-

positron events per year (10 fb−1) are produced. In combination with the large

center-of-mass energy the LHC opens up several windows for Standard Model

physics. In the following, two fields are discussed: precision measurements of

electroweak gauge boson properties and the study of triple gauge couplings.

Precision measurements of gauge boson properties provide an important

constraint of the Standard Model. The Higgs boson mass can be predicted

from the mass of the top quark and W boson via the following formula:

mw =

√
παEM√

2GF

1

sin θW

√
1 − ∆r

(1)

where all constants (Fermi’s constant GF , the electro-weak fine-structure con-

stant αEM and the Weinberg weak mixing angle θW ) are well-known. The top

and Higgs mass are related through the radiative corrections ∆r that have a

quadratic dependence on the top mass, ∆r ∝ m2
t , and a logarithmic depen-

dence on the Higgs boson mass: ∆r ∝ log mH . The current precision of the

top and W mass determination (by Tevatron 1) for the former and by LEP 2)

and Tevatron 3) for the latter) is such that the constraint from formula 1

is considered an indirect measurement of the Higgs mass within the Standard

Model: mH = 114+69
−45 GeV. Alternatively, an upper limit, again valid within

the Standard Model, can be derived: mH < 260 GeV at 95 % confidence level.

The LHC will produce approximately 10 million top-quark pairs per year

at low luminosity, about 4 orders of magnitude more than at the Tevatron.

Therefore, in the first years of the LHC, an important improvement in the

(statistical) precision of the measured top mass is expected. In order for the

W and top mass measurement to contribute equally to the uncertainty of the

Higgs mass prediction, the W mass error should be reduced to 10-15 MeV. In

section 2 the expected statistical and systematic uncertainties for the W mass



measurement at the LHC are reviewed.

The Standard Model is based on the principle of gauge invariance. The

non-Abelian structure of the gauge group, leads to a specific prediction of the

self-couplings of the electroweak gauge bosons W±, Z and γ. The study of the

triple (and quartic) couplings of gauge bosons therefore provides a powerful test

of the Standard Model. The measurement of non-zero values for the neutral

couplings or deviations from the Standard Model prediction for the charged

couplings would be very compelling evidence for new physics. The LEP and

Tevatron experiments have established that the anomalous triple gauge bo-

son couplings, if they exist, are small. The expected sensitivity of the LHC

experiments for the various types of anomalous triple gauge-boson couplings

presented above, are related to the experimental limits form the LEP and Teva-

tron experiments in section 3.

The ATLAS and CMS collaborations are preparing large detectors with

an unprecedented level of complexity. Consequently, the task of understanding

and calibrating the detectors requires an unprecedented effort. Moreover, the

statistical error on many measurements will be so small that a very precise

control of systematic detector effect is required. In this task, the very precisely

known properties of the Z boson (and to a lesser extent also the W) may well

turn out to be anchors of crucial importance. In section 4, the use of Z and W

events in the commissioning phase of the experiment - calibration of the energy

scale, alignment, magnetic field map - is discussed.

The most important findings are summarized in section 5.

2 Precision measurements of W properties

In the introduction it was shown how precision measurements of the properties

of the W boson provide an important cross-check of the Standard Model. In

this section, the uncertainty on the W mass measurement is discussed in some

detail. The statistical and systematic contributions to the error are analysed

for the W mass measurement as performed at the Tevatron experiments. Given

a set of assumptions, an expectation for the LHC is inferred. An alternative

approach that could be applied at the LHC is discussed at the end of this

section.

The W mass measurements by CDF and D0 are described in detail in

the literature 3). Here, only the basic procedure is explained. The best
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results at the Tevatron are obtained in the decay channels to electron (muon)

and neutrino. The signal events are selected by requiring a relatively hard

and central lepton (pT > 25 GeV, |η| < 2.4) to be reconstructed. Further,

a significant missing energy Emiss
T > 30 GeV is required. Events containing

jets with transverse momentum pT > 30 GeV or a large recoil (> 20 GeV) are

rejected.

As the neutrino escapes detection, its transverse momentum can only be

reconstructed by measuring the unbalanced transverse energy of the recoiling

system, i.e. the missing transverse energy. The longitudinal component of the

neutrino momentum is unknown. The transverse mass is defined as:

mW
T =

√
2pl

T pν
T (1 − cos∆φ) (2)

where pl
T is the lepton transverse momentum, pν

T the neutrino transverse mo-

mentum (inferred from missing ET ) and ∆φ the difference in azimuthal angle

between the lepton and neutrino. A distribution of the transverse mass shows

the typical Jacobian peak, abruptly falling at mW , see figure 1. The W mass is

determined from the transverse mass distribution by matching the experimen-

tal distribution with Monte Carlo templates generated for different W masses.

Figure 1: The distribution of the transverse W mass at generator level and
with the effect of the detector smearing are shown.



Table 1: A comparison of a recent Tevatron (runIb 84 pb−1) break-down of the
error contributions to the W mass measurement to that expected for a single
low-luminosity year at the LHC.The errors are expressed in MeV.
source stat En. E/p recoil ΓW pT bkg rad. PDF tot

scale W decay
Teva- 65 75 25 33 10 45 5 20 15 113
tron
LHC 2 15 5 5 7 5 5 10 10 25

A large number of systematic effects have been identified that have a

significant contribution to the error. Several weaknesses in the generator de-

scription of the W production and decays are contributing to the systematic

errors: the uncertainty on the width of the W, on the parton density functions,

on backgrounds and radiative decays. For the Tevatron measurements, a large

contribution comes from the W transverse momentum distribution: the theo-

retical model of (hard) gluon emission does not reach the required precision.

A better constraint is obtained by using a semi-empirical distribution as input

to the Monte Carlo:

pT
W = [pT

Z ]data × [
pT

W

pT
Z

]theory (3)

While at Tevatron the statistics in the Z → l+l− calibration channel constitutes

a limiting factor for this approach, statistics won’t be a problem at LHC.

While at the Tevatron the rather poor statistics in the Z → l+l− cali-

bration sample limits the effectiveness of this approach, at the LHC statistics

will soon cease to be a problem. Therefore, ATLAS and CMS should be able

to reduce considerably the systematic error contribution from the transverse

momentum spectrum. Guideline numbers for this and other physics systemat-

ics, from a recent CDF study and the expectation for the LHC, are given in

table 1.

A second source of systematic uncertainty is related to the description of

the detector. The uncertainty in the response of the detector to the (partly)

hadronic recoiling system leads to a significant systematic error at the Teva-

tron. Another source is the description of the E/p resolution of electrons (the

energy measured in the calorimeter, divided by the momentum as measured

in the tracker). The largest source of systematic uncertainty at the Tevatron
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comes from the uncertainty in the lepton energy scale. The techniques used

to calibrate the energy scale and their expected performance during the initial

phase of the experiment are discussed in more detail in section 4. Figure 2

shows the dependence of the systematic error on the W mass measurement on

the the uncertainty in the lepton energy scale for the ATLAS detector after

one year at the LHC.

Figure 2: The dependence of the systematic error on the W mass measurement
on the the uncertainty in the lepton energy scale for the ATLAS detector after
one year at the LHC.

Table 1 shows how at LHC the favorable statistics for the signal and

calibration samples leads to smaller errors. This is reflected not only in the

smaller statistical errors, but also in the smaller contribution from the lepton

energy scale that is dominated by the statistics in the Z sample. It should be

noted, however, that the expectations for the LHC in table 1 are based on the

assumption that the detector alignment and calibrations are very well known.

This will most likely not be the case during the first year of the LHC. The

W mass measurement is a strong incentive for pushing the knowledge of the

detector calibrations to the limits. The total systematic error on the W mass

per LHC experiment per year will be about 25 MeV, and about 15 MeV when

combining ATLAS and CMS.

For an early W mass measurement it may well be worth looking for alter-

native approaches that depend less strongly on the calibration. A good example

is the W/Z ratio method, that was studied by the D0 collaboration 4). The



basic idea is to use the measured lepton distribution in Z-boson decay, along

with the calculated ratio of the W- over Z-boson distribution, to predict the

equivalent leptonic distribution in the W-boson case. By comparing this pre-

diction to the measured leptonic distribution, the W-boson mass and width can

be extracted relative to those of the Z-boson, whose properties are well known

from LEP measurements.

The advantages of this method are the smaller dependence on theoretical

errors in the description of the recoil and the cancellation of common system-

atics in the ratio, mainly the detector response to the lepton and the recoil. In

a proof-of-principle study by D0 5), it was shown that the impact of correlated

experimental errors is much reduced using this method. This gain should be

balanced against the increase in the statistical error: the Z production rate is

an order of magnitude smaller than that of the W. Indeed, in the D0 study the

additional statistical error due to the limited statistics in the Z sample turned

out to be larger than the gain in the systematical error.

The method might be more suitable to the LHC environment than the

Tevatron. Recently, CMS has started to evaluate the potential of a similar

approach. For an “early” measurement of the W mass, when detector and

physics are likely not fully under control. The CMS approach differs from the

D0 method in that the shape of the W transverse mass spectrum, rather than

the lepton transverse momentum distribution, is obtained from Z events. The

results of this feasibility study are very promising 6).

3 Triple gauge couplings

The structure of the Standard Model gauge group yields a prediction for the

couplings between triplets of electroweak gauge bosons. The existence of small,

but non-zero, anomalous triple gauge-boson couplings has not been ruled out

experimentally. The study of Triple Gauge Couplings (TGC) is appealing since

the present precision on TGC is of the order of 10% despite most of the elec-

troweak parameters of the Standard Model are known to 0.1%. In the most

general Lorentz-invariant parameterisation, the triple gauge-boson vertices are

described by a large number of independent couplings. For the WWγ and

WWZ vertices, a total of fourteen independent couplings can be written. As-

suming electro-magnetic gauge-invariance and C and P conservation, five cou-

plings remain 7). At the tree level in the Standard Model these couplings have
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well-defined values:

g1
Z = kγ = kZ = 1 λγ = λZ = 0 (4)

The existence of neutral ZZZ, γγγ, ZZγ and Zγγ vertices in the Standard

Model would violate the combined CPT symmetry. The Zγ and ZZ anomalous

couplings are parametrised by hV
1,3, hV

2,4 and fV
4,5, respectively, with V=γ,Z.

Since the anomalous contributions to those coupling grow with the center-of-

mass energy of the hard scattering process ŝ, the sensitivity of LHC is greatly

increased with respect to previous experiments.

The existence of anomalous couplings could lead to unitarity violation at

relatively low energies 8). Unitarity violation is avoided if the couplings are

introduced as form factors rather than mere constants. Often a dipole form

factor is chosen

A =
A0

(1 + ŝ/Λ2
FF )n

(5)

where ΛFF plays the role of a cut-off scale, related to the energy scale at which

new physics becomes important in the weak boson sector. The exponent n

should be chosen greater than that in the dependence of the coupling on ŝ to

avoid unitarity violation. The choice of the value of the cut-off scale ΛFF and

the exponent n affect the experimentally observed distributions in machines

(like the LHC) that cover a large ŝ range. Therefore, many analyses quote

their results for different values of these two parameters.

The experimental signature of the anomalous triple gauge-boson couplings

is an enhanced production cross-section of the di-boson final state with respect

to the Standard Model expectation. Moreover, several differential distributions

show marked differences between the Standard Model production and that due

to anomalous couplings. Notably, anomalous couplings tend to yield events

with larger transverse momenta for the final state bosons, see figure 3.

Limits on Anomalous TGCs can be extracted by simply comparing the

expected and observed event rates. A preferable approach is to construct a

likelihood that compares the experimental distribution in one or more dimen-

sions to reference distributions. The reference distributions are generated for

several values of the couplings using Monte Carlo techniques. This method has

the advantage to be less dependent on the overall normalisation scale, while the

analysis of the differences in the shape can give hints on the type of anomalous

coupling originating them.



Figure 3: The distribution of the transverse momentum of the photon in pp →
Wγ events for a luminosity of 30 pb−1 from the ATLAS study 10). The
distributions predicted by Standard Model TGC as well as in the presence of
anomalous couplings are shown. The contribution of the background is shown
as a shaded histogram.

Figure 4: The distribution of dσ/dpT (γ) for the SM (hi=0) and anomalous CP
violating coupling limits (h1=0.5,h2=0.05) at Λ = 750 GeV for the ZZγ vertex

as from the CMS study 19).
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The Wγ final state, with the W decaying to an electron or muon and a

neutrino, is selected requiring an isolated photon with a transverse momentum

of at least 100 GeV, a lepton with at least 25 GeV in the tracker acceptance

and a missing pT of at least 25 GeV. In reference 9), an exhaustive list of

background sources to this final state is studied and it is shown that, with

some additional cuts, all of them can be reduced to be an order of magnitude

lower than the signal when requiring pγ
T > 200 GeV.

Both ATLAS and CMS have prepared sensitivity studies for this final

state 10, 11, 12). In all cases, the detector response is parameterised in so-

called “fast simulation”. ATLAS, assuming an integrated luminosity of 30fb−1

and using a constant form factor, expects the following constraints at 95 %

confidence level:

−0.0035 < λγ < 0.0035 − 0.075 < ∆kγ < 0.076 (6)

where statistical and systematic uncertainties are considered. CMS uses a cut-

off ΛFF = 2 GeV and quote their results for an integrated luminosity of 10fb−1.

The expected limits at 95 % confidence level:

−0.0019 < λγ < 0.0019 − 0.17 < ∆kγ < 0.17 (7)

These fast simulation studies indicate that the LHC can, even with the

limited statistics of a few years’ running, tighten the existing experimental

limits on the anomalous coupling λγ and from LEP 13) and the Tevatron 14)

by roughly an order of magnitude. The improved sensitivity is mostly due to

the high center-of-mass energy reach of the LHC. The sensitivity to ∆kγ is of

the same order of the existing limits.

The WWZ coupling is studied using the WZ → l+l−lν final state, where

l is taken to be an electron or a muon. The signal sample is selected requiring

three leptons with a transverse momentum of at least 25 GeV in the tracker

acceptance and a missing transverse momentum of at least 25 GeV. From

this channel, ATLAS 15) expects the following sensitivities on an integrated

luminosity of 30fb−1:

−0.0086 < ∆g1
Z < 0.011 −0.11 < ∆kZ < 0.12 −0.0072 < λZ < 0.00

(8)

where the form factors are taken constant like in the WWγ channel.



The neutral triple gauge-boson coupling show a very strong dependence

on the center-of-mass energy of the hard scattering process. Therefore, one

would expect these analyses to benefit most from the large beam energy at the

LHC. The analyses by ATLAS 17, 18) and CMS 11, 19) concentrate on the

Zγ → llγ to constrain the hV
1,3 and hV

2,4, while the fV
4,5 coupling is constrained

by the ZZ → llνν and ZZ → lll′l′ final states. Figure 4 shows the distribution

dσ/dpT (γ) for the SM (hi=0) and anomalous CP violating coupling limits

(h1=0.5,h2=0.05) at Λ = 750 GeV for the ZZγ vertex as from the CMS study.

For an integrated luminosity of 100fb−1 and a cut-off energy in the form

factor of 6 to 8 TeV, the sensitivity to the neutral couplings mentioned above

is of the order of several 10−4. Indeed, these studies indicate that three to five

orders of magnitude can be gained with respect to the LEP2 sensitivity.

4 Commissioning of the experiments

The determination of the absolute energy scale for leptons and jets is one of

the greatest challenges during the initial phase of the experiment. It requires

the knowledge of a large number of detector parameters: the tracker alignment,

the magnetic field map in the tracker volume, the tracker material distribution

(for electrons), the calorimeter calibration and the muon energy loss in the

calorimeters. In particular the first two items are correlated: precisely disen-

tangling effects due to both causes may prove to be very challenging indeed.

Both ATLAS and CMS perform precision measurements during the con-

struction and integration phase: the tracker detector module mounting preci-

sion is specified to be better than 500 microns, while the magnetic field map can

be measured using an array of Hall probes. A sub-set of calorimeter modules

is calibrated in test beams.

Alignment and calibration constants are expected to vary with time: ther-

mal effects and out-gassing of the support structure lead to movements of the

tracker, the gradual increase in bias voltage will lead to a change in Lorentz

angle in the silicon detectors, radiation damage will change the light yield of

calorimeter crystals and light guides, etc. During the operation of the experi-

ment, the response of all detectors is extensively monitored. A laser alignment

system is continuously monitoring the position of the tracker elements. Several

systems based on diodes (electromagnetic calorimeter) and radioactive sources

(hadronic calorimeters) are used to monitor the response of the calorimeters.
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Controlling the construction dispersion and monitoring of the detector

response are essential tools for the understanding the detector. It is clear,

however, that these techniques do not provide the precision required by the

physics analyses. The absolute energy scale has to be calibrated from data. As

an example, the tracker alignment is considered.

The tracker alignment and magnetic field map are determined from tracks

in the overlaps between modules. The statistics are not expected to limit the

precision: one day’s data should allow to obtain a statistical precision of the

order of 1 micron 21). The alignment from single tracks, however, does not

fully determine the energy scale: deformed topologies are possible that satisfy

the constraints. The calibration of the energy scale is obtained from a resonance

with a well-known mass decaying to a lepton pair (the Z at 90 GeV and the

J/Ψ and Υ at ∼ 5 GeV). The scale can be determined using either of them.

Then the extrapolation to different masses is cross-checked using the second

resonance. Recent Tevatron studies 22) favour the use of the lighter resonances

for setting the energy scale. The reconstructed Z mass is within 1.5 standard

deviations of the world average.

Similarly, the jet energy scale is calibrated using hadronically decaying

W bosons.

5 Summary

The LHC is expected to offer considerable new opportunities for the physics of

electro-weak gauge bosons.

A precise measurement of the W mass provides a test of the Standard

Model and helps to tighten the constraint on the Higgs mass. The large statis-

tics of W and Z bosons produced at the LHC, together with a thorough control

of the detector and physics systematics, will allow an improvement of the ac-

curacy on the W mass (with respect to the Z mass) to approximately 15 MeV.

The study of triple gauge-boson couplings at LHC is very promising. A

range of di-boson final states can be studied at the LHC, yielding information

on a large number of couplings. The large center-of-mass energy reach is ex-

pected to lead to a much larger reach for the cut-off scale ΛFF . Especially for

couplings that depend strongly on the center-of-mass energy, the sensitivity is

significantly improved with respect to previous experiments, in some cases by

many orders of magnitude.
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In many measurements the control of the detector and physics systematics

is of utmost importance. Even though the information from the construction

phase is vital, the most precise calibration comes, in many cases, from a refer-

ence data sample. The large production rate and well-known properties make

the Z mass constraint the most important handle for the calibration of the

lepton energy scale.
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Abstract

The search for the Higgs boson in the Standard and Minimal Super Symmetric
Model at the Large Hadron Collider is presented. The results of new analysis
based on multivariate techniques are shown. Some considerations on the impact
of possible staged scenarios on the analysis performances are reported.

1 Introduction

The LHC collider is expected to give the final answer to the question wether

the Higgs boson exists and to measure its properties with good precision. The

first pp collisions are expected in 2007. Two large detectors, ATLAS and

CMS 1, 2), with the main goal to find the Higgs boson, are presently under

construction. The experimental reachess of these two detectors are expected
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to be similar, although different and complementary design concepts and tech-

nologies are used in many detector elements.

Actual limits to the Higgs boson mass come from both direct and indirect

searches at LEP, Tevatron and SLC. The upper mass limit for a Standard

Model (SM) Higgs boson like is set to 251 GeV/c2 at 95% confidence level,

while the direct searches exclude a Higgs boson with a mass lower than 114.4

GeV/c2 at 95% confidence level. The ATLAS and CMS collaborations have

established the expected discovery ranges for the most important production

and decay channels of the (SM) Higgs bosons 3, 4). Different search strategies

are triggered by different Higgs boson mass value: the H → γγ is the golden

channel for a light Higgs boson (mH < 140 GeV/c2), while the four leptons final

state (H → ZZ → 4 �±) provides an excellent signature over a large mass range,

from mH ∼ 130 GeV/c2 to mH ∼ 500 GeV/c2. To increase the sensitivity of

the experiments, the associated production of the Higgs boson with a pair of

top quark and the production in the vector boson fusion mechanism are also

considered in the analysis.

During the last period a big improvement in the development of new Monte

Carlo packages has been done. The most important innovation it is the use

of Monte Carlo packages that combine the matrix element at next to leading

order calculation with the parton shower approach as the MC@NLO 5) pack-

age. These new tools allow better description of the kinematics for most of the

backgrounds.

For what concerns the MSSM scenario: the neutral Higgs boson decaying into

a pair of τ leptons, and the charged Higgs boson decaying into a top and b

quarks, offer the best discovery opportunities in the whole tanβ – mA plane.

Some considerations on the first years of data taking and the impact of not

calibrated (or staged) detector are presented.

2 The SM Higgs boson search

The main production mechanism of the SM Higgs boson, over the entire mass

range, is the gluon-gluon fusion (gg → H). The cross section for the weak boson

fusion channel (qq → qqH) is ∼ 10% of the gg → H cross section for mH <

200 GeV/c2 and becomes comparable to it for very heavy Higgs boson. The

associated processes qq → HW, qq→HZ, gg/qq→ttH and gg/qq→bbH have

cross sections lower by a factor of ∼ 100 with respect to the gluon fusion but



in a number of cases provide better signal to background ratios.

The branching ratios for the H → γγ decay mode is only about 2×10−3 but

due to the clean signature it is one of the major Higgs boson discovery channels

at LHC. Figure 1 shows the expected statistical significance for the SM Higgs

boson in the ATLAS detectors for 10 fb−1 as a function of mH, while fig. 2 shows

the same in the CMS detector for 30 fb−1 6, 4). Beyond the corresponding

mass thresholds the decays to weak boson pairs strongly dominate and provide

several useful final states for the Higgs boson searches.

The intermediate mass range from ∼ 130 GeV/c2 to ∼ 500 GeV/c2 is

covered with several final states: H → ZZ* → 4 �±, H →WW* → �+�−νν,

H → WW → lepton + jets. The 4 leptons and H → γγ channels provide

an exellent Higgs mass measurement, while only the transverse Higgs boson

mass can be reconstructed for the H →WW* → �+�−νν channel. The search

of the Higgs boson in the associated production channel, ttH and WH, is less

sensitive to the γγ mass resolution as in this case the backgrounds can be

effectively reduced by the lepton or jet requirement giving S/B ∼ 1.

2.1 H → γγ

This channel allows the best resolution for the measurement of the Higgs boson

mass. A precision less than 1% in the reconstructed mass can be achieved, for a

mass range between 100 and 150 GeV/c2, using the primary vertex position to

reconstruct the correct angle between the photons directions and the converted

photons. An excellent electromagnetic calorimeter resolution is mandatory for

the inclusive H → γγ channel due to the large prompt γγ background with a

signal to background ratio (S/B) close to 0.1. Figure 3 shows the reconstructed

Higgs boson mass superimposed on the total background for mH = 120 GeV/c2

with 100 fb−1 4). Statistical significance better than 5 σ is expected for 120

GeV/c2 < mH < 140 GeV/c2 in the inclusive H → γγ channel already with 30

fb−1 in both experiments.

2.2 H → ZZ/ZZ* →4�

For a Higgs boson mass range between 130 and 150 GeV/c2, the four-electron

and four-muons final states have been studied with full simulation and complete

reconstruction 4, 7). The main backgrounds for this channel are represented

by the ZZ*, tt and Zbb processes, that can be suppressed using kinematical and
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Figure 1: Expected statistical significance for the Standard Model Higgs boson
in the ATLAS detector for 10 fb−1 as a function of mH.

Figure 2: Expected statistical significance for the Standard Model Higgs boson
in the CMS detector for 30 fb−1 as a function of mH.

isolation criteria on the leptons in the final state. Two different analysis have

been developed: the first one is based on standard selections on kinematical

variables, the second one is based on a neural network approach. The second

approach gives an improvement up to 20% in the extracted significance.
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Figure 3: Signal superimposed on the total background for H→ γγ with mH =
120 GeV/c2 for 100 fb−1 in the CMS detector.
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Figure 4: Signal superimposed on the total background for H → ZZ* → 4e
with mH = 130, 150 and 170 GeV/c2 for 100 fb−1 in the CMS detector.

The reconstructed four-electron invariant mass distribution of the H → ZZ* →
e+ e− e+ e− signal and the background with mH = 130, 150 and 170 GeV/c2

for 100 fb−1 is shown in Fig. 4.



2.3 The weak boson fusion

The weak boson fusion channels (qq → qqH) are the most promising for the

searches of the heavy Higgs boson (mH > 500 GeV/c2), recently these studies

have been applied also to medium mass Higgs boson 8). The dynamics of

the process lead to energetic jets in the forward and backward directions, and

the absence of colour exchange in the hard process leads to small jet activ-

ity in the central region. Thus imposing a veto on the jet activity leads to a

large reduction against the backgrounds from tt, single W and Z production

and the QCD jet events. The qq → qqH, H → WW* channels is particularly

interesting as it contains the HWW coupling at production and decay. The

two-lepton plus transverse missing energy final state from H → WW* → ll νν

is promising and provides a discovery for mH > 120 GeV/c2 as is shown in

Fig. 2. Due to the spin correlations a Jacobian type structure is visible in the

Higgs boson transverse mass reconstructed from the lepton pair and missing

transverse energy. The transverse invariant mass distribution superimposed on

the total background for mH = 160 GeV/c2 in the ATLAS detector is shown in

Fig. 5. The use of neural network analysis can improve the signal significance

up to 50% (for very high Higgs boson mass).

Several investigations on how to extract the background shape (and normal-

ization) using the data, are being carried out by both the collaborations.

3 MSSM Higgs boson

The neutral sector of the MSSM Higgs boson can be studied mainly in the

double τ final state 9, 10). Figure 6 shows the Higgs boson reconstructed mass

(500 GeV/c2) in the double τ jet final state after all selections superimposed

on the background events for 60 fb−1 with the CMS experiment.

The best way to investigate the properties of the charged Higgs boson is in the

tb final state with the top quark decaying semileptonically.

Figures 7 show the discovery potential for all the MSSM Higgs bosons as a

function of mA and tanβ, assuming maximal stop mixing, mtop = 175 GeV/c2

and mSUSY = 1 TeV/c2 for 30 fb−1.
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Figure 5: Signal superimposed on
the total background (fb) for qqH,
H→WW∗ → llνν with mH = 160
GeV/c2 in the ATLAS detector.

Figure 6: Signal superimposed on
the total background for A/H → ττ
with mA = 500 GeV/c2 and tanβ
=30, after all the analysis selec-
tions, with the CMS experiment.

4 Start up and staged scenarios

In the first year of data taking, there will be no searches for new physics but an

extensively work to debug the several detectors and understand the response

of the experiments. The Z and W bosons production will be used to calibrate

the calorimeters and to align the tracker. The importance of these calibration

is showed in the following example taken from the H→ γγ study. In order

to extract the signal from the background, a mass resolution of about 1% is

needed, to achieve this resolution, the constant term of the calorimeter reso-

lution must be < 0.7 %. The testbeam meaurements on single electomagnetic

calorimeter modules and the calibration of the electromagnetic calorimeter us-

ing the Z decay into electrons, should guarantee to achieve this result. In case

of modules disuniformity and missing calibration the constant term could not

be lower than 2% and the signal significance would be lowered by a 25% which

means a 50% more in integrated luminosity to achieve the discovery.
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Figure 7: Expected 5 sigma discovery region in the mA − tanβ plane for all
the MSSM Higgs bosons with several final state for 30 fb−1.

Both experiments are considering a possible start with staged detectors, as

missing pixel layers or gap scintillators. First studies show an average decrease

in signal significance of about 10% and, in some cases, an increase up to 15%

in the integrated luminosity is needed to achieve the discovery 11).

5 Conclusions

A review of the updated analysis for the Higgs boson search at LHC has been

presented. With perfectly calibrated and aligned detectors, the discovery of

a SM-like Higgs boson would be possible with only 10 fb−1 for a mass range

between 115 and 700 GeV/c2.



Both collaborations have started to use more sophisticated analysis based on

multivariated techniques and a big improvement in the background estimation

has been done using NLO Monte Carlo generators as MC@NLO.

The presence of not perfectly calibrated or staged detectors would imply an

increase up to 15% in the integrated luminosity to achieve a significance above

the 5 sigma.
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Abstract

Proton-proton collisions at the Large Hadron Collider will represent
a unique chance to discover physics phenomena beyond the Standard
Model. In this paper we discuss how the two LHC general purpose ex-
periments, ATLAS and CMS, can unveil new physics and explain the
origin of the Electroweak symmetry breaking. We will first discuss Su-
persymmetry as one of the most popular models, which can be discov-
ered at the early running of the collider machine. Other models, like
extra-dimension and Little Higgs, are also discussed.

1 Introduction

One of the main purposes of the experiments at the Large Hadron Col-

lider (LHC) is to investigate the mechanism of Electroweak symmetry
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breaking. The possible discovery of a Higgs boson would complete the

picture of the Standard Model (SM). However the presence of a Higgs

boson and no other new physics phenomena would require a rather un-

likely fine tuning of the parameters of the model.

New physics phenomena from a rich variety of models, are proposed

to solve this problem also known as “hierarchy problem”. A compre-

hensive description of all these models is beyond the purpose of these

proceedings. We will highlight here only a few popular models like Su-

persymmetry, extra-dimensions and little Higgs. From an experimental

point of view we can divide new phenomena in two categories. The first

category is composed by those model for which the LHC experiments

are expected to provide a proof within the first year of running, eg with

about 10fb−1 of integrated luminosity. The second category is made up

of models where new particles are produced with a small cross section

of the order of the fb, that would require a longer time to discover.

It is of great interest nowadays to assess the potential for discov-

ery of particles that can be copiously generated at the LHC energy. It

is also very important to understand how the detectors at their initial

operation can be used to show the existence of new particles, and how

to reduce the level of instrumental background due to a partially instru-

mented or non completely optimized detector. The tools needed for the

discovery of new particles were discussed in a different session of this

workshop, and further reference is found in these proceedings.

Two general purpose experiments (ATLAS and CMS) are being con-

structed to start taking data at the LHC in 2007.

2 Direct search for SuperSymmetry

Supersymmetry (SUSY) is one of the oldest and best motivated of the

theories predicting the existence of physics beyond the Standard Model.

SUSY models require the existence of at least one SUSY partner for each

Standard Model particle, together with a considerably enlarged Higgs

sector. With the exception of spin, these SUSY particles (”sparticles”)

possess the same quantum numbers as their SM counterpart. Such states

in nature have never been experimentally observed, and one of the major



tasks of the experiments at the Large Hadron Collider(LHC) will be

to measure them or to reject SUSY models. A feature of many SUSY

models is the conservation of a multiplicative quantum number known as

R-parity, which causes SUSY particles to be pair produced and forces the

Lightest Supersymmetric Particle (LSP) to be stable. Missing transverse

energy generated by the escape of two such LSPs from SUSY events

provides the typical signature for R-parity conserving SUSY at hadron

colliders.

SUSY searches will be one of the most important tasks for the LHC

experiments in the first few years of operation of the collider.

2.1 Supersymmetry reach at the LHC

The experimental sensitivity to supersymmetry is, of course, model de-

pendent. Here we concentrate on the sensitivity to the gravity-mediated

model (mSUGRA). The mSUGRA model assumes that at the GUT scale

all bosons (squarks, leptons and Higgs bosons) have a common mass m0,

all fermions (gauginos and higgsinos) have a common mass m1/2, and

all the trilinear Higgs-sfermion-sfermion couplings have a common value

A0. Thus, the model can be parameterized in terms of these three con-

stants and of the ratio of the Higgs expectation values, tan(β). Figure 1

(left) shows the region of the (m1/2,m0) parameter space which can be

accessed by ATLAS and CMS for different luminosity scenarios, 10 fb−1

being the total integrated luminosity that each experiment is expected

to collect during the first year of operation. Instead of exploring all the

allowed parameter space, several points are chosen to cover the main

experimental signatures arising in the mSUGRA model.

Cascade decays of SUSY particles will generate missing energy for

the escaping LSP, but also multiple hadron jets. The SUSY mass scale,

defined as MSUSY = min(q̃R, g̃), can be inferred by measuring the peak

of the effective mass distribution Meff defined as the sum of the missing

transverse energy and the PT of the four leading jets in the event. The

expected distribution of Meff in jet+ �ET+0 lepton events is plotted in

figure 1(right) for SUSY and background events for a model that was

studied using a full GEANT simulation of the ATLAS detector. It can

be seen that the SUSY signal is more than one order of magnitude over

M. Chiorboli and D. Costanzo 193



194 M. Chiorboli and D. Costanzo

the background for Meff > 1 TeV. From a fit to the Meff distribution,

the SUSY mass scale can be measured in a model independent fashion

with an ultimate error ≤ 10%. The normalization of this distribution

also provides a measure of the total SUSY production cross-section and

together these two pieces of information can be used to contrain the

SUSY breaking mechanism.
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Figure 1: Left: ATLAS 5 σ discovery potential of the inclusive jets +
�ET channel in the m0 −m1/2 plane for mSUGRA models with tan(β) =

10, µ > 0 and A0 = 0 assuming 0.1fb−1, 1fb−1 and 10fb−1 integrated
luminosity. Full dark region are excluded by theory, htched regions by
experiment (LEP2 and elsewhere). Right: Effective mass distribution
for SM background channels and SUSY signal at ATLAS mSUGRA
point 5.

2.2 Sparticles mass measurement

The measurement of the mass of SUSY particles can be used to further

constrain the theoretical model. However the SUSY decay chains will

always end with an invisible LSP (χ̃0
1), so no mass peaks can directly



measured. The kinematic end points of invariant mass distributions in

multi-step SUSY decays, have to be used to determine the mass of the

sparticles. An example is given by the decay chain:

q̃L → χ̃0
2q → χ̃0

1�
+�−q (1)

The invariant mass distribution of same-flavor opposite-sign charged lep-

tons from this chain is expected to have a kinematical end point at:

Mmax

��
= M

χ̃
0
2

√√√√1 −
M2

�̃R

M2
χ̃

0
2

√√√√1 −
M2

χ̃
0
1

M2
�̃R

= 108.92GeV (2)

The invariant mass distribution for the model previously mentioned is

shown in figure 2 (left) for an integrated luminosity of 100 fb−1, with

same-flavor lepton pairs weighted positively and opposite-flavor leptons

pairs weighted negatively. The e+e− + µ+µ− − e±µ± combination can-

cels all contributions from two independent decays (assuming e−µ uni-

versality) and strongly reduces combinatorial background. The fitted

end-point is at 108.71±0.087 GeV in good agreement with the expected

value.

The other kinematic end-points which can be measured involve the

presence of hadronic jets and give access to the left-hand side of the decay

chain in eq. (1). However, the resolution and energy scale calibration for

jets are worse than those for leptons, as jets are much more complicated

objects to be reconstructed. It is expected that the hardest jets will be

those coming directly from the decay q̃L → χ̃0
2q. Therefore the smaller

of the two masses formed by combining the leptons with one of the two

highest Pt jets, should be smaller than the four-body kinematic end-

point. The distribution of the smaller l+l−q mass is plotted in figure 2

(right). This distribution is expected to vanish linearly as the end-point

is approached. In a similar way the invariant mass of one of the leptons

and the jet used in the previous distribution will show an upper-edge. It

can also be shown that the maximum invariant mass of the two leptons

together with one of the two hardest jets of the event will exhibit a lower

edge, that can be used to further constrain the sparticle masses.
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Using the knowledge of the edge positions, the mass of the squarks

can be measured with a precision of about 3%, while the mass of the

invisible LSP can be inferred with a 12% precision.
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Figure 2: Left: Distribution of the flavor subctracted �+�− invariant
mass. Right: Distribution for the smaller of the two �+�−q masses. A
linear fit to the edge region is performed.

3 Search for small scale extra-dimensions

Models with Extra Dimensions try to solve the hierarchy problem in a

geometrical way: recent theories involve the idea that the three spatial

dimensions in which we live could be a three-spatial-dimensional “mem-

brane” embedded in a much larger extra dimensional space, and that

the hierarchy is generated by the geometry of the additional dimensions.

Several scenarios have been proposed. We will discuss here some of them

that are of interest for the ATLAS and CMS Collaborations.

3.1 The ADD Model

In 1999 Arkani-Hamed, Dimopoulos and Dvali (ADD) proposed a frame-

work to solve the gauge hierarchy problem by introducing n large extra



dimensions 3). In this model, the Standard Model fields are confined

to our 4-dimensional world, and new dimensions are felt only by gravity.

The observed Planck scale, MP l ∼ 1019 GeV is only an effective scale,

related to the fundamental scale MD through the volume of the com-

pactified dimensions, Mn+2
D

Rn = M2
P l

. The hierarchy problem is solved

without fine-tuning, setting MD equal or close to the electroweak scale

MEW ∼ 103 GeV. This assumption gives a R of the size of the solar sys-

tem for n = 1, which is obviously ruled out by experiments. However for

n ≥ 2 the expected R is less than 1 mm, and therefore do not contradict

existing gravitational experiments. The gravitons freely propagating in

extra dimensions appear in the 4D point of view as a tower of infinite

number of Kaluza-Klein states with masses Mk = 2πk/R (k = 0, 1, 2,

..., ∞). The coupling of the SM particles to each of these KK states is

of the order of 1/MP l, but the overall coupling is, however, obtained by

summing over all the KK states and is therefore of the order of 1/MD.

For particles colliding at energies much larger than the KK mass split-

ting, the discrete spectrum can be approximated by a continuum with

a density of states dN/dm ∼ mn−1. Being MD in the TeV range, the

effective gravitational interaction is as strong as the electroweak one,

and thus gives rise to phenomenological consequences visible at the TeV

accelerators.

The relevant processes at LHC are gg → gG, qg → qG and qq̄ →
gG. Since gravitons interact weakly with the detectors, the typical sig-

nature of these events will be jets plus missing transverse energy. This

signature was studied by the ATLAS collaboration 4) using a parame-

terized simulation of the detector (ATLFAST).

Figure 3(left) shows the missing transverse energy distribution for

this signal together with the backgrouds, for different choices of n and

MD. With an integrated luminosity of 100fb−1cm−2s−1 values of MD

up to 9 TeV (6 TeV) can be explored for n =2 (n=4).

3.2 TeV−1 sized Extra Dimensions

Variations of the ADD model 6) assume that only fermions are confined

in the 4-D brane, whereas the gauge fields propagate also in a number

of additional “small” extra dimensions orthogonal to the brane with

M. Chiorboli and D. Costanzo 197



198 M. Chiorboli and D. Costanzo

1

10

10 2

10 3

10 4

10 5

10 6

0 250 500 750 1000 1250 1500 1750 2000

jW(e ), jW(µ )

jW( )

jZ( )

total background

signal =2  MD = 4 TeV

signal =2  MD = 8 TeV

signal =3  MD = 5 TeV

signal =4  MD = 5 TeV

s = 14 TeV

ET
miss (GeV)

E
ve

n
ts

 / 
20

 G
eV

10
-2

10
-1

1

10

10 2

2000 4000 6000
mll (GeV)

E
ve

nt
s/

50
 G

eV
/1

00
 fb

-1

 ATLAS e+e-

SM

M1 MKK=4 TeV

M2 MKK=4 TeV

Figure 3: Left: Distribution of the missing transverse energy in back-
ground events and in signal events after the selection and for 100 fb−1

for graviton production in the ADD model. Right: Invariant mass dis-
tribution of e+e− pairs for the Standard Model (full line) and for models
M1 (dashed line) and M2 (dotted line). The mass of the lowest lying
KK excitation is 4 TeV. The histograms are normalized to 100 fb−1.

compactification radius of the order of 1 TeV−1. The so-called M1 model

assumes only one “small” extra dimension with all the SM fermions

confined to the 4-D brane in the same fixed point. The main signature is

the appearance of KK resonances for each of the gauge fields propagating

in the bulk. This model is completely specified by the compactification

scale Mc. The masses Mn of the KK modes of the gauge bosons are

given by:

M2
n

= (nMc)
2 + M2

0 , (3)

where M0 is the mass of the zero-mode excitation, corresponding to the

Standard Model gauge bosons. Depending on the value of the Mc param-

eter, the heavy gauge bosons could be produced at LHC and observed

by ATLAS and CMS.

The model M2 9), is built as M1, but quarks and leptons are

confined to opposite fixed points in the fifth dimension. In this case the

signs of the quark couplings of the bosons are reversed for excitations

with n odd, yielding a somewhat different phenomenology.



Fig. 3(right) shows the e+e− invariant mass distribution for a Z(1)

boson with a mass of 4 TeV as obtained with a fast simulation of the AT-

LAS detector for both M1 and M2 models. Comparing the two-electron

invariant mass spectrum for the Drell-Yan production (full line) and for

the Z(1) → e+e− decay in the M1 and M2 models a suppression of the

cross section with respect to the SM for masses below the resonance

in the model M1, due to negative interference terms between the SM

gauge bosons and the whole tower of the KK excitations, can be ob-

served. The model M2 would instead yield to an enhancement of the

peak cross section.

A study to evaluate the potential of the CMS experiment to dis-

cover a heavy Z ′ gauge boson in the Z ′ → µ+µ− channel has also been

performed 10), for six different models using the CMS GEANT3-based

full simulation of the detector 11).

Fig. 4a shows the mass spectra for signal and Standard Model fully

reconstructed events, with histograms normalized to an integrated lumi-

nosity of 0.1 fb−1. Fig. 4 (right) shows the integrated luminosity needed

to reach 5σ significance as a function of Z ′ mass for the six considered

models.

It can be observed that: (i) A very low luminosity, less than 0.1 fb−1,

should be sufficient to discover the Z ′ boson at 1 TeV; (ii) An integrated

luminosity of 10 fb−1 is sufficient to reach 5σ significance at 3 TeV for

some (but not for all) of the Z ′ model: depending on the model the

mass reach is in the range between 2.6 and 3.4 TeV. (iii) An integrated

luminosity of 100 fb−1 does not allow to obtain 5σ significance at 5 TeV

with only the Z ′ → µ+µ− channel for any of the models considered: the

corresponding mass reach lies in the region between 3.4 and 4.3 TeV.

3.3 The Randall-Sundrum Model

The Randall-Sundrum model (RS) 13) is based on a five dimensional

non-factorizable geometry. A solution to 5-dimensional Einstein’s equa-

tions, preserving 4-dimensional Poincare invariance, is given by the met-

ric

ds2 = e−2krcφηµνdxµdxν + r2
cdφ2 (4)
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Figure 4: Left: Distribution of the µ+µ− invariant mass for 1 TeV
Z ′ plus background (open histogram) and for background only (shaded
histogram). The number of events per bin is normalized to an integrated
luminosity of 0.1 fb−1. Right: Integrated luminosity needed to reach 5σ
significance as a function of the Z ′ mass for the six models considered.
Symbols indicate fully simulated mass-luminosity points, lines are the
results of interpolations between the points.
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where φ is the fifth dimension, xµ are the ordinary 4-dimensional coor-

dinates, k ∼ MPl is the curvature and rc is the compactification radius.

With this geometry, two 4-dimensional branes are located at φ = 0

and φ = π, respectively called the Plank brane and the Standard Model

brane. All the ordinary Standard Model fields are confined in the second

brane.

In this set-up, a fundamental 5-dimensional mass scale MPl appears

in the 4-dimensional brane at φ = π as

M̄Pl = e−krcπMPl (5)

The hierarchy between the Plank and the electroweak scales is hence

removed by the esponential warp factor, if krc ∼ 11÷12. Because of the

small compactification radius, there are no deviations from the Newton’s

law at experimentally accessible distances. On the other hand, massive

graviton excitations appear, with masses given by Mn = kxne−krcπ,

where xn is the nth root of the Bessel function J1. These masses are

of order of TeV, and Kaluza-Klein gravitons can be detected as massive

resonances in collider experiments. Couplings of the gravitons to matter

are given by 1/Λπ, where Λπ = M̄Ple
−krcπ. Two parameters control the

properties of the RS model: the mass of the first Kaluza-Klein gravi-

ton excitation MG = M1 and the constant c = k/MPl, related to the

graviton couplings and widths.

Fig. 5a shows the e+e− invariant mass distribution obtained using

the CMS full GEANT simulation. 14). Three different graviton mass

hypotesis were considered: MG = 1.5, 1.75 and 2 TeV and for c=0.01.

Histograms are normalized to 100 fb−1 of integrated luminosity. Fig. 5b

shows the significance as a function of the Graviton mass for different

integrated luminosities. A 5σ discovery is possible for massese as high

as to 1775 GeV.. And the whole region of interest can be covered with

100 fb−1.

Another CMS study 15) takes into account the possibility to ob-

serve the radion, a scalar field which describes the fluctuations in the

metric of the fifth dimension, which in general mixes with the Higgs.

This scalar sector of the RS model is parametrized in terms of a di-

mensionless parameter, ξ, of the Higgs and radion masses, mH and mφ
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and the vacuum expectation value of the radion field, Λφ. The presence

in the Higgs radion sector of trilinear terms opens up the important

possibility of φ → hh and h → φφ decays. Using the decay modes

φ → hh → γγ + bb̄ and φ → hh → ττ + bb̄ a big fraction of the parame-

ter space for this model can be covered already for 30 fb−1 of data. The

decay mode φ → hh → bb̄ + bb̄ was found not to give a comparable dis-

covery potential because of the b ackground from QCD jet production.

3.4 The little Higgs Model

A theoretical model which has been recently proposed to solve the hier-

archy problem of the Standard Model is the “little Higgs” model. New

particles are introduced to cancel the loop corrections to the Higgs mass

due to W, Z, Higgs and top particles which require fine tuning of the

paramters of the model in order to keep the Higgs mass finite. For each

of the SM particles a new heavy particle is introduced, and the detec-

tion of these particle can be used to confirm the model. The production

cross section of particles in the little Higgs model is predicted to be of

the order of a few fb, so final conclusions on this model can be drawn

only with after several years of running of the LHC. The results repored

here assume an integrated luminosity of 300fb−1 for one experiment.

In the “littlest Higgs” model considered here the top loop is can-

celed by a heavy boson T whose mass is expected to be in the TeV range.

This particle is expected to decay into tZ, tH or bW with a branching

ratio of 25% for the first two channels and 50% for the latter one. The

detection of the T particle is important to estabilish the model and the

measurement of its mass can be used to extract some of the parame-

ters of the model. The decay T → Wb → lνb can be used to discover

the T particle up to a mass of about 2 TeV. This signature, however,

is the same as that expected from a fourth generation quark which is

coupled to the third family, so additional evidence has to be searched

for by looking at channels with a lower event yield. The decay chain

T → tZ → 3l + 1b-jet+X is by a flavor changing neutral current and is

expected to be suppressed for a fourth generation quark. The invariant

mass reconstructed (see if one or two plots fit here)
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4 Conclusion

Protons will start colliding at the Large Hadron Collider in two years

from now, representing a unique opportunity to unveil new, unexpected

physics. In this paper we reviewed just a few examples of the new physics

that could be discovered by the ATLAS and CMS experiments, from Su-

persymmetry, to extra-dimension to more exotic models. Although none

of these may be the one Nature chose, the study of these models enable

us to prepare for new signals exploiting a wide range of experimental

signatures. The potential for discovering new Physics with ATLAS and

CMS is huge, and we should get ready to “expect the unexpected”.
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for radion decays into Higgs boson pairs in the γγbb, ττbb and bbbb

final state, CMS NOTE-2005/007;

16. S. Abdulli et al., CMS TN/94-180.

M. Chiorboli and D. Costanzo 205





Session V – QCD





Frascati Physics Series Vol. XXXVIII (2005), pp. 209–224

II Workshop Italiano sulla Fisica di ATLAS e CMS – Napoli, October 13 - 15, 2004

QCD at LHC

V. Del Duca
Instituto Nazionale di Fisica Nucleare, Sez. di Torino

via P. Giuria, 1 - 10125 Torino, Italy

Abstract

QCD is an extensively developed and tested gauge theory, which models the
strong interactions in the high-energy regime. After more than 30 years from
asymptotic freedom, QCD is alive and well. I shall review the considerable
progress which has been achieved in the last few years in the most actively
studied QCD topics: higher-order corrections, PDFs and Monte Carlo models.
Thanks to that, QCD in the high-energy regime is becoming more and more an
essential precision toolkit to analyse Higgs and New Physics scenarios at LHC.

1 Introduction

Quantum chromodynamics (QCD) is by now widely accepted as the theory

which describes the strong interactions between hadrons and their components,

the quarks and gluons. From a theoretical point of view, it is a gauge field
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theory featuring asymptotic freedom, i.e. a coupling that grows weaker at

smaller distances. However, the strong interactions also feature confinement,

that is the lack of colour of the observed hadrons. An adequate theoretical

solution to confinement is not yet available and is difficult to obtain, because

the QCD Lagrangian is formulated in terms of quarks and gluons, rather than

the observed hadrons, and because at large distances the coupling is strong.

Conversely, at small distances, i.e. in the high-energy regime, the coupling is

weak and thus it is possible to make use of the perturbative framework. I shall

focus on the fact that perturbative QCD, i.e. QCD in the weak-coupling regime,

has emerged as an essential precision toolkit for exploring Higgs and Beyond-

the-Standard-Model (BSM) physics; and that is even more so at the Large

Hadron Collider (LHC), because of the strongly interacting colliding protons.

What’s in the box of the precision toolkit ? A precise determination of the

strong coupling constant, αS, of the parton distributions, of the electroweak

parameters and of the LHC parton luminosity; and a precise prediction for

Higgs production and New-Physics processes, and for their backgrounds.
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Figure 1: Summary of αS(MZ) measurements, from S. Bethke 1). Filled sym-
bols are NNLO results.



In any scattering process in high-energy QCD, the value of any observ-

able can be expanded in principle as a series in αS. Thus αS represents the

single most important piece of information we need. In the MS scheme and

using next-to-next-to-leading-order (NNLO) results only, the 2004 world av-

erage 1) yields αS(MZ) = 0.1182 ± 0.00271. However, the fact that in the

detectors experiments observe hadrons, while through the QCD Lagrangian we

can only compute the scattering between partons, calls for a framework where

the short-distance physics, which is responsible for the primary scattering be-

tween partons, can be separated from the long-distance physics, which describes

the parton densities in the initial state and the hadronisation in the final state.

That framework is provided by factorisation, which expresses a physical ob-

servable, typically a cross section, as a convolution of short- and long-distance

pieces, with the matching between the two pieces occurring at an arbitrary scale

µF , called factorisation scale. Then the short-distance piece is perturbatively

calculable, which is the partonic cross section occurring at a hard scale Q2; the

long-distance pieces, like the parton distribution functions (PDF) in the initial

state and eventually the fragmentation functions in the final state, cannot be

computed – they must be given by the experiment – but their dependence on

µF can. In a scattering process, factorisation is not guaranteed. It holds for

inclusive processes and infrared (IR) safe observables, like jets or event shapes,

and it is valid up to contributions which are suppressed by inverse powers of the

typical energy scale, with respect to the leading-power contribution. There are

several examples of factorisation-breaking contributions: the underlying event

in hadron collisions – for an analysis in pp̄ collisions at Tevatron, see Ref. 2);

power-correction contributions 2; double-parton scattering, which has been ob-

served by Tevatron CDF in the inclusive sample pp̄ → γ+ 3 jets 5); diffractive

events 6) – for violations of factorisation in diffractive production at Tevatron,

1It is worth keeping in mind that for many of the measurements compiled
in Fig.1 the errors are mostly theoretical, due to unknown non-perturbative
contributions or higher-order corrections. Thus the error on the combined value

of αS(MZ) cannot be evaluated through the usual statistical techniques 1).
2Monte Carlo and theory modelling of power corrections were laid out and

tested at LEP, where they provided an accurate determination of αS

3); how-

ever, models still need be tested in hadron collisions – see e.g. Ref. 4) for
Tevatron studies at different centre-of-mass energies.
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see Refs. 7, 8).

2 The partonic cross section

The partonic cross section σ̂ is computed as a power series in αS. There are

basically three different approaches to the calculation of σ̂. One approach is

through matrix-element Monte Carlo (MC) generators, which provide an auto-

matic computer generation of processes with many jets, and/or vector W, Z or

Higgs bosons. There are several such generators, like e.g. ALPGEN 9), MAD-

GRAPH/MADEVENT 10, 11), COMPHEP 12), GRACE/GR@PPA 13, 14),

HELAC 15). They are multi-purpose generators, thus are not optimised for any

particular process. A different example is PHASE 16), a MC generator dedi-

cated to processes with six final-state fermions only – thus suitable to tt̄ produc-

tion, WW scattering, vector-boson fusion in Higgs production and vector-boson

gauge coupling studies, but where no approximation is used. Matrix-element

MC generators are particularly suitable to studies which involve the geometry

of the event, because the jets in the final state are generated at the matrix-

element level, and thus exactly at any angle. In addition, they can be interfaced

with parton-shower generators, to include showering and hadronisation. How-

ever, there is also a stand-alone matrix-element MC generator, SHERPA 17),

which has got its own showering and hadronisation. Another approach to σ̂

is through shower MC generators, like HERWIG 18) or PYTHIA 19). The

advantage of this approach is that full information is available at the hadron

level, since showering and hadronisation are included. However, shower MC

generators have only an approximate coverage of the phase space at large an-

gles, because the generation of any addition jets beyond the lowest possible

order is done through branching. Finally, MC@NLO 20) is available, which is

a procedure and a code to match exact next-to-leading order (NLO) computa-

tions to shower MC generators. In a way, this is the most desirable procedure,

because it embodies the precision of NLO partonic calculations in predicting

the overall normalisation of the event, while generating a realistic event set up

through showering and hadronisation. It cannot be, though, multi-purpose,

being obviously limited to the processes for which the NLO corrections are



known 3.

The third approach to the computation of σ̂ is through fixed-order com-

putations. These yield only a limited access to the final-state structure, but

have the advantage that higher-order corrections, real and virtual, can be in-

cluded exactly. The virtual corrections will depend on a fictitious scale µR, at

which the scattering amplitudes are renormalised to take care of the ultraviolet

divergences. By a rather obvious terminology, the lowest-order term is called

the leading order, the first higher order is the NLO, the second higher order is

the NNLO and so on4. Nowadays, the state of the art in computing partonic

cross sections is to NNLO.

3 NLO calculations

NLO calculations have several desirable features. a) the jet structure: while in

a leading-order calculation the jets have a trivial structure because each par-

ton becomes a jet, to NLO the final-state collinear radiation allows up to two

partons to enter a jet; b) a more refined PDF evolution through the initial-

state collinear radiation; c) the opening of new channels, through the inclusion

of parton sub-processes which are not allowed to leading order; d) a reduced

sensitivity to the fictitious input scales µR and µF allows to predict the nor-

malisation of physical observables, which is usually not accurate to leading

order. That is the first step toward precision measurements in general, and

in particular toward an accurate estimate of signal and background for Higgs

and New Physics at LHC; e) finally, the matching with a parton-shower MC

generator, like MC@NLO, allows both for a control over the normalisation of

an observable and for a realistic final-state event set up.

To sketch how a NLO calculation is done, let us consider the production

of n jets in hadron collisions. There are two types of contributions to σ̂: the

3For both the matrix-element and the shower MC generator approaches, see

Ref. 21).
4In particular regions of the phase space, characterised by two or more

different scales, it is possible to resum towers of logarithms of the ratios of
those scales, like the threshold, transverse momentum, energy logs, and so on.
The highest-power tower of logs is called the leading log; the second highest is
the next-to-leading log (NLL), the third highest is next-to-next-to-leading log
(NNLL), and so on.
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tree-level production with n + 1 final-state partons, with one of the partons

that is undetected, and the one-loop production with n final-state partons.

Schematically,

σ̂ = σLO + σNLO =

∫
n

dσB + σNLO (1)

where dσB is the Born cross section, and

σNLO =

∫
n+1

dσR +

∫
n

dσV . (2)

Both real and virtual contributions to Eq. (2), contain IR, i.e. collinear and soft,

singularities. If in order to regulate those divergences one uses the dimensional

regularisation, which fixes the dimensions of space-time to be d = 4 − 2ε,

then one finds that both terms on the right-hand side of Eq. (2) are divergent

at d = 4. However, the structure of QCD is such that those singularities

are universal, i.e. they do not depend on the process under consideration,

but only on the partons involved in generating the singularity. Thus, in the

90’s process-independent procedures were devised to regulate those divergences.

They are conventionally called slicing 22, 23), subtraction 24, 25) and dipole

subtraction 26), and use universal counterterms to subtract the divergences.

The NLO contribution, Eq. (2), can be written as,

σNLO =

∫
n+1

[
(dσR)ε=0 − (dσA)ε=0

]
+

∫
n

(
dσV +

∫
1

dσA

)
, (3)

such that both sums of bracketed terms on the right-hand side of Eq. (3) are

finite at d = 4, and thus readily integrable numerically via a computer code,

with arbitrary selection cuts on the final-state particles and jets, as eventually

required by a detector simulation. The organisation of NLO computations in

process-independent and user-friendly procedures has made them an essential

tool in the comparison with the experimental data.

Let us look briefly at the history of NLO calculations: the first final-

state distribution to NLO was done for e+e− → 3 jets 27). The addition of

just one more jet in the final state, to produce e+e− → 4 jets, took about

15 years 28, 29). This trend is repeated in all the other NLO calculations.

Namely, in Drell-Yan with one associated jet 23), and with two associated

jets 30); in one- or two-jet production in hadron collisions 23, 31), and in

three-jet production 32); in di-photon production in hadron collisions 33, 34),



and in the same with one associated jet 35). Finally, for other distributions

in hadron collisions, like heavy-quark pair production 36), vector-boson pair

production (including the spin correlations) 37, 38), Drell-Yan with a heavy-

quark pair 30), the addition of just one more jet has not been achieved yet to

NLO. Thus, although a lot of progress has been done in making NLO compu-

tations simpler, we are not able yet to apply sistematically NLO computations

to studies of signals and backgrounds for Higgs and New Physics: Why in a

NLO calculation is it so difficult to add more particles in the final state ? The

loop integrals occurring in the virtual contributions to Eq. (2) are involved and

process dependent. In addition, more final-state particles imply more scales in

the process, and so lenghtier analytic expressions in the loop integral. Thus,

although it is known how to compute loop integrals with 2 → n particles, no

integrals with n > 4 have been computed, either analitically or numerically.

4 NNLO calculations

Are NLO computations accurate enough to describe the data ? The answer to

that question is of course process dependent. Here I shall give a few examples:

• b production at Tevatron It has been long thought that the CDF data for

b quark production were not in agreement with the NLO prediction (for

a historical overview, see Ref. 39)). However, in the comparison of the

CDF Run II data 40) for the J/ψ momentum distribution in inclusive

B → J/ψ + X decays to the NLO prediction 41) and to MC@NLO 42),

Fig.2, one finds that the data lie within the uncertainty band and are in

good agreement with the theory predictions.

• W production at LHC The Drell-Yan W cross section, with leptonic de-

cay of the W , has been proposed as a luminosity monitor of LHC 43),

warranting a greater accuracy, of the order of a few percent, than the

standard determination of the luminosity through the total hadronic cross

section. However, the experimental W cross section depends on the ac-

ceptance, i.e. the fraction of events which pass the selection cuts. Thus,

the accuracy of the luminosity monitor, the “standard candle”, depends

on the one of the acceptance, which is related to the precision by which

the hard cross section is known. In Ref. 44) the W cross section has been

computed at different accuracies: to leading order, the same + HERWIG,
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5One must keep in mind that the calculation of Ref. 45, 46) is fully inclusive,
thus for an ideal detector with a 4π coverage. If selection cuts are applied, like

in Ref. 47), where Higgs production via gluon-gluon fusion is computed to
NLO and to NNLO with a jet veto, the higher-order corrections may be not so
large as in the fully inclusive calculation. Thus the ultimate judgement on the
usefulness of a NNLO evaluation rests on an analysis with the cuts which will
be used in the realistic simulations of the ATLAS and CMS detectors.

NLO, MC@NLO, always including the spin correlations between the de-

cay leptons and the partons entering the hard scattering. For a couple

of reasonable selection cuts over the lepton decays, it was found that the

difference between the NLO calculation and MC@NLO is about 2 − 3%,

which is much less than the difference between the same calculations with

and without spin correlations. Therefore, to whatever accuracy we may

compute the W cross section, if we want to use it as a standard candle

it is mandatory to include the spin correlations.

• Higgs production at LHC At hadron colliders, the leading production

mode for the Higgs is via gluon-gluon fusion through the mediation of

a heavy-quark (mostly top-quark) loop. The NLO corrections to fully

inclusive Higgs production via gluon-gluon fusion, including the heavy-

quark mass dependence, required an evaluation at two-loop accuracy.

They were found to be as large 45, 46) as the leading-order calculation.

That situation was unsatisfactory, because it called for a calculation to

NNLO5, which required an evaluation at three-loop accuracy. That was

beyond the possibilities of the coeval (and also present) technology. How-

ever, if the Higgs mass is smaller than the threshold for the creation of a

top-quark pair, mH � 2mt, the coupling of the Higgs to the gluons via a

top-quark loop can be replaced by an effective coupling. That simplifies

calculations tremendously, because it effectively reduces the number of

loops in a given diagram by one. It is called the large-mt limit. The

NNLO corrections have been evaluated in the large-mt limit 48, 49) and

display a modest increase with respect to the NLO evaluation, showing

that the calculation stabilises to NNLO.



Figure 2: CDF J/ψ momentum distribution from B decays, from M. Cacciari,

S. Frixione, M. L. Mangano, P. Nason and G. Ridolfi 41). The CDF cross sec-

tion in the inset was the preliminary value available to the authors of Ref. 41).

The recently published value 40) is 19.4 ± 0.3(stat)+2.1
−1.9(syst) nb.
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In the examples above I stressed how the central value of a prediction may

change when going from leading order to NLO and eventually to NNLO. How-

ever, a benefit of going from leading order to NLO and then to NNLO is the

reduction of the uncertainty band, due to the lesser sensitivity to the fictitious

input scales µR and µF of the calculation. Thus, a lot of theoretical activity

has been directed in the last years toward the calculation of cross sections to

NNLO accuracy.

The total cross section 48, 50) and the rapidity distribution 51) for Drell-

Yan W, Z production are known to NNLO accuracy. So are the total cross sec-

tion 48, 49) and the rapidity distribution 47) for Higgs production via gluon-

gluon fusion, in the large-mt limit. However, only the calculation of Ref. 47),

which has been extended to include the di-photon background 52), allows the

use of arbitrary selection cuts, Fig.3. As we said in Sect.3, the universality of

the IR divergences of gauge theories has made possible to organise NLO com-

putations in process-independent and user-friendly procedures, where arbitrary

selection cuts can be implemented. Since the universality of the IR divergences

is a feature which holds to all orders, it would be desirable to exploit it also

in NNLO computations. However, the cancellation of the IR divergences to



218 V. Del Duca

NNLO is very intricate, and although several individuals or groups have been

working on it 53, 54, 55, 56, 57, 58, 59, 60), no process-independent proce-

dure has been devised yet.

Figure 3: Bin-integrated rapidity distribution for Higgs production via gluon-
gluon fusion, with a jet veto of |pT | < 40 GeV, from C. Anastasiou, K. Melnikov

and F. Petriello 52). The jets are identified with the cone algorithm, using
a cone size of R = 0.4. The uncertainty bands are obtained equating the
renormalisation and factorisation scales µR = µF = µ, and then varying µ in
the range mH/2 ≤ µ ≤ 2mH.

5 The parton distribution functions

As we said in the Introduction, at hadron colliders the theory cross section can

be written using factorisation as a convolution of the partonic cross section

with the parton distribution functions. The dependence of the PDFs on Q2 is

given by the DGLAP evolution equations. In those equations, the evolution in

Q2 of the PDFs is driven by the splitting functions, which are perturbatively

computable. By consistency, in the factorisation formula the partonic cross

section and the splitting functions must be determined to the same accuracy.

The leading-order 61, 62) and NLO 63) splitting functions have been known

for a long time. The calculation of the NNLO splitting functions has been

completed recently 64, 65), setting the record as the toughest calculation ever

performed in perturbative QCD: it took the equivalent of 20 man-years, and



about a million lines of dedicated algebra code. The PDF’s obtained by global

fits 66)6 of all accessible collider and fixed-target data can be evolved to the

large kinematic range accessible through the LHC, Fig.4. In global fits, the fit is

performed by minimising the χ2 to all the data. The evolution is started at some

value Q2
0, where the PDF is some suitable function of x. In addition, to avoid

higher-twist contaminations, the data are selected above a certain momentum

transfer and energy, Q2 > Q2
min and W 2 > W 2

min. Recently, though, also an

evaluation of the ∆χ2, i.e. of the uncertainties arising from the errors on the

experimental data, has been performed 67, 68, 69, 70, 71), using either the

Hessian or the Lagrange-multiplier methods. Accordingly, in connection with

the use of W, Z production as a parton luminosity monitor mentioned in Sect.4,

Ref. 71) estimates a ±4% uncertainty on the Drell-Yan W, Z production cross

section.
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Figure 4: LHC kinematic range, from MRST 72).

6In Ref. 66), which pre-dates Refs. 64, 65), the NNLO global fit is based
on a few NNLO fixed moments, which were known at that time.
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6 Conclusions

QCD in the high-energy regime is constantly making progress. Here I have

reviewed the considerable advances achieved in the last few years in the sectors

of QCD which are most actively studied: higher-order corrections, PDFs and

Monte Carlo models. Thanks to those, high-energy QCD allows for an ever

more precise determination of αS, the PDFs and the parton luminosity at

LHC, thus becoming more and more an essential precision toolkit to analyse

Higgs and New Physics scenarios at LHC.
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Abstract

We review the history of comparisons between bottom production measure-
ments and QCD predictions. We challenge the existence of a ‘significant dis-
crepancy’, and argue that standard approaches to QCD calculations do a good
job in describing the experimental findings.

1 Introduction

For the past ten years or so, a rumour has been making the rounds of particle

physics Conferences and Workshops: measured bottom quark production rates

are significantly larger than predicted by next-to-leading order QCD.

Such a state of affairs casts doubts on the ability of QCD to properly

describe this process, and opens the way to speculations that either drastic
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improvements to QCD calculations are needed, or even that effects beyond the

Standard Model might be at work.

We shall challenge the rumour under two main aspects, aiming especially

at the words “measured” and “significantly”. It is our hope that, once done, we

shall have convinced the reader that standard approaches to QCD calculations

do a good job in describing the experimental findings.

Let us first briefly review the history of the experimental results. Mea-

surements of the bottom transverse momentum (pT ) spectrum at colliders be-

gan in the late 80’s, when the UA1 Collaboration, taking data at the CERN

Spp̄S with
√

S = 546 and 630 GeV, published results for the pT > mb (the

bottom quark mass) region [1, 2]. These results were compared to the then

recently completed next-to-leading order (NLO) calculation [3], and found in

good agreement.

During the 90’s the CDF [4–10] and D0 [11–14] Collaborations also mea-

sured the bottom quark pT distribution in pp̄ collisions at the Fermilab Tevatron

at
√

S = 1800 GeV. Apparently at odds with the UA1 results, the Tevatron

data appeared to display an excess with respect to NLO QCD predictions. At

the same time, rates for bottom production which appeared higher than QCD

predictions where also reportedly observed in γγ and ep collisions.

Despite this seemingly overwhelming evidence, we shall argue that QCD

is instead rather successful in predicting bottom production rates. Improved

theoretical analyses [15,16] and more recent experimental measurements by the

CDF [17] and ZEUS [18] Collaborations support this claim, which is also borne

out by a critical revisitation of previous results.

2 The Paradigm

We shall take NLO QCD calculations as a benchmark for comparisons. We shall

require the experimental measurements to be genuine observable quantities. By

this we mean that in principle we do not wish to compare “data” for, e.g., b-

quark pT distributions, since such a quantity is clearly an unphysical one. The

quark not being directly observed its cross sections have to be inferred rather

than directly measured.

A meaningful comparison will therefore be one between a physical cross

section and a QCD calculation with at least NLO accuracy. Non-perturbative

information, where needed, will have to be introduced in a minimal and self-



consistent way. This means that we refrain from using unjustified models, and

we shall only include non-perturbative information which has been extracted

from one experiment and then employed in predicting another observable, using

the same underlying perturbative framework in both cases.

In practice, the non-perturbative information relative to the hadroniza-

tion of the b-quarks into B-hadrons is extracted from LEP data with a calcula-

tion which has NLO + NLL accuracy. The framework presented in [15] is used:

the LEP (or SLD) data [19–22] are translated to Mellin moments space, and

only the moments around N = 5 are fitted. This ensures that it is the relevant

part of the non-perturbative information which is properly determined [23,24].

These non-perturbative moments are then used together with a calculation hav-

ing the same perturbative features, FONLL, [25] to evaluate the cross sections

in pp̄ collisions.

The expectation is then that total cross sections be reproduced by the

NLO calculations for b quarks, and that differential distribution for B hadrons

be correctly described by a proper convolution of the FONLL perturbative

spectrum for b quarks and the non-perturbative information extracted from

LEP data. A successful comparison will see data and theory in agreement

within their combined uncertainties.

3 The Data

Hadronic collisions were historically the first to produce bottom production

data in collider physics. The first results were published by the UA1 Collabo-

ration [1,2], which compared bottom quark transverse momentum distributions

to the then recently completed NLO prediction [3], and found a good agree-

ment.

The first results from the Tevatron were given in 1992 by the CDF Col-

laboration [4]. The inclusive cross bottom cross section was published decon-

voluted to the quark level. Its central value was found to be a factor of six

larger than the NLO prediction, but the very large errors only made it a 1.6

sigma distance and therefore not a significant one.

One year later CDF started publishing [5, 6] the plot of the transverse

momentum distribution which will then become the icon of the supposed ‘ex-

cess’. The data were shown at the unphysical quark level and, while reporting

differences of the order of 1-2 sigmas between data and theory, the papers still
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conclude that “...the next-to-leading order QCD calculation tends to underes-

timate the inclusive b-quark cross section”, hinting therefore for the first time

that a discrepancy might be present. The same conclusion was reached in a

subsequent paper [8], where cross sections for real particles, B mesons, were

finally published.

Around the same time CDF published the first data on bottom quarks, the

D0 Collaboration also released some preliminary results which were presented

at a number of conferences. Somewhat at odds with the CDF ones, they were in

very good agreement with the NLO predictions. Therefore, weighing the data

from both collaborations, speakers at the conferences (see e.g. [26,27]) generally

reported a good agreement between bottom quark data and NLO QCD. Given

this state of affairs, the final D0 data must have caused some surprise when,

published in final form [11], they became more CDF-like, now lying around the

upper edge of the theoretical uncertainty band. The prediction of NLO QCD,

however, was still considered to be giving an adequate description of the data.

The subsequent pair of D0 papers on this subject [13, 14] should have

caused an even larger surprise. Despite the conclusions of the previous pa-

per (“adequate description” [11]), in the Introduction of [13] the previously

measured b quark cross section is now considered to have been found “system-

atically larger” than the central value of NLO QCD predictions. This helps

accepting the news that the data now show a considerable excess: “The ratio

of the data to the central NLO QCD prediction is approximately three...”. [13]

This strong statement is even upped in the following paper which, already

in the Abstract, states that “We find that next-to-leading-order QCD calcula-

tions underestimate b-quark production by a factor of 4 in the forward rapidity

region”. [14]

Two more experimental papers were then added to the field: both are

worth examining closely, albeit for different reasons. The D0 Collaboration

performed a measurement [28] of the transverse energy distribution of jets con-

taining a bottom quarks, the so called b-jets. These objects are real observables,

while at the same time being largely independent of the fragmentation prop-

erties of the bottom quarks. By contrast, other observables like the B mesons

do instead of course depend on the way the bottom quarks fragment into the

bottomed hadrons. D0 found that the cross section for b-jets was compatible

with the NLO QCD prediction [29].
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A couple of years later the CDF Collaboration updated [9] its measure-

ment for the B mesons transverse momentum distribution, superseding [8] and

representing the final analysis for bottom production with the Tevatron Run I

data: “The differential cross section is measured to be 2.9±0.2 (stat⊕systpT
)±

0.4 (systfc) times higher than NLO QCD predictions...”. A couple of comments

are worth making. The first is that the errors on this ratio do not include the

theoretical uncertainty. The second is that the ‘NLO QCD’ prediction must of

course include the non-perturbative information needed to fragment the bottom

quark into the B meson. In this experimental paper this fragmentation was

performed using the Peterson et al. functional form, with its free parameter

set to εb = 0.006. Such a procedure however neglects the notion that neither

the bottom quark nor its fragmentation into B hadrons are physical observ-

ables. Neither of them is separately measurable, only their final combination

is. It is therefore wrong in principle (and also, as we will see, in practice) to

rely on a fixed and standard determination of the non-perturbative fragmen-

tation function and to convolute it with whatever perturbative calculation is

being used. The non-perturbative fragmentation must rather be determined

from data (usually from e+e− collisions) using the same perturbative frame-

work and parameters (bottom mass, strong coupling) of the calculation which

will then be employed to calculate bottom quark production in pp̄ collisions.

This is precisely what was done in [15]. The non-perturbative information

was determined, as described above, from LEP data in moment space, and

employed to predict the B mesons transverse momentum distribution at the

Tevatron. The resulting data/theory ratio was estimated to be 1.7±0.5 (expt)±
0.5 (th), showing therefore no significant discrepancy between the data and the

theory.

4 The Recent Comparisons

The understanding of the potentially large biases related to the description of

the non-perturbative fragmentation phase, and the proper inclusion of uncer-

tainties from all the sources, allowed to conclude that no significant discrepan-

cies were probably present in the bottom data collected at the Tevatron during

the Run I. These data were however always above a minimum pT of about

5 GeV. Since a harder or softer non-perturbative fragmentation function will
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leave the total cross section unchanged while shifting contributions to larger

or smaller pT values respectively, it was still possible that such a shift was

only faking a larger cross section. Small-pT data, and possibly a total cross

section measurement, are therefore crucial for establishing whether the NLO

QCD prediction is indeed accounting or not for the number of bottom quarks

produced at the Tevatron.

Table 1: Measured and predicted integrated cross sections, from [17] and [16].
(See [16] for detailed experimental cuts and branching ratios included in cross
sections given in the Table)

CDF Theory (FONLL)

σ(Hb → J/ψ) 19.9 ß+3.8
ß−3.2 stat+syst

nb 18.3 ß+8.1
ß−5.7 nb

σ(Hb) 24.5 ß+4.7
ß−3.9 stat+syst

nb 22.9 ß+10.6
ß−7.8 nb

σ(b) 29.4 ß+6.2
ß−5.4stat+syst

µb 25.0 ß+12.6
ß−8.1 µb

Such data, from the Tevatron Run II, have indeed been recently made

public in preliminary form 1 by the CDF Collaboration [17], and promptly

compared [16] to the predictions given by the framework put forward in [15].

These predictions depend solely on the following calculations and parameters:

• Perturbative inputs

– FONLL calculation (i.e. full massive NLO calculation plus matching

to NLL resummation, both for e+e− and for pp̄ collisions

– bottom quark pole mass mb (varied between 4.5 and 5 GeV)

– strong coupling (Λ(5) = 0.226 GeV, i.e. αs(MZ) = 0.118)

– renormalization and factorization scales (varied between µ0/2 ≤
µR,F ≤ 2µ0, with 1/2 ≤ µR/µF ≤ 2 and µ0 ≡

√
m2

b + p2
T

• Non-perturbative/phenomenological inputs

1The final data were successively published in [30].
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Figure 1: CDF J/ψ spectrum from Hb decays, compared to theoretical
predictions [16].

– gluon and light quarks PDFs (e.g. the CTEQ6M set)

– b quark to Hb hadron fragmentation (fitted to moments of LEP data,

see [15])

– Hb to J/ψ branching ratio, 1.15%, and decay spectrum (from CLEO

or BABAR Collaborations)

After extensive exploration of all the numerically meaningful uncertainties, the

predictions compare to the measured total cross sections as shown in Table 1.

These results clearly indicate full consistency between theory and exper-

iment within the uncertainties. The transverse momentum spectrum of the

J/ψ’s from b’s, shown in figure 1, is equally well described.

5 Bottom Production at the LHC

The LHC will be able to explore much larger transverse momentum ranges,

and therefore probe the regions where heavy bottom quarks behave really very

much like light ones. This will make the collinear resummation included in the

FONLL approach, so far needed only for the extraction from LEP data of the

non-perturbative fragmentation component, absolutely mandatory also in the
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Figure 2: Uncertainty bands for the NLO (dashed) and the FONLL
(solid) calculations at the Tevatron Run II (left) and LHC (right). The
single dot-dashed line represents the FONLL/NLO ratio.

calculation of the hadronic cross sections. This is shown in figure 2: only at

bottom transverse momenta larger than 100-200 GeV the difference between the

FONLL and the NLO calculations becomes larger than the intrinsic uncertainty

of the calculations themselves. Probing this large-pT region will therefore allow

to fully validate the resummation framework.

6 Conclusions

Next-to-leading order QCD appears to be doing a good job in predicting bottom

quark production cross sections at the Tevatron. Comparisons performed at the

observed hadron level, rather than at the unphysical quark level, do not seem

to show significant discrepancies. Tevatron Run II preliminary results are even

in very good agreement. We argue that discrepancies pointed out in the past

were either not very significant - in that the real size of the uncertainties might

have been underestimated or simply overlooked, or that the ‘data’ might have

been tainted by excessive use of Monte Carlo simulation in their extraction,

deconvolution to parton level, and extrapolation to full phase space.

New physics has been advocated at some point in order to explain the

presumed discrepancy. While there is of course still room for it within the

uncertainties, at the level of about 30% in the Tevatron data case, we argue

that its presence is not needed in order to explain the single inclusive bottom
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production data. The LHC data will undoubdtedly allow to perform further

comparisons and test the QCD predictions at even larger transverse momenta.

Finally, we wish to point out that much of the progress done in the last

couple of years has been permitted by the possibility of comparing theoretical

predictions to real data, rather than to deconvoluted/extrapolated ones. This

is not always the case, as sometimes the original data are not published and

are forever lost. We urge therefore the experimental Collaborations to always

publish also results which do not depend (or depend as little as possible) on

theoretical prejudices (e.g. in the form of a Monte Carlo code) for their extrac-

tion. This will avoid the risk of biasing them, and will leave open the possibility

of performing updated comparisons in the future.
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Abstract

In view of the LHC we present a concise review of the status of the Standard
Model and of the models of new physics.

1 Preamble

I have chosen the formula ”Concluding Talk” in the title of my contribution

to this very interesting Workshop. Indeed this is not a ”Summary Talk”: it

is impossible to review in 30 minutes/10 pages the great variety of results,

ideas and projects for the future that have been presented at this Conference.

Also, I am not really competent on some purely experimental areas which were

discussed in many impressive talks. It is not a ”Conclusion” talk either: the

subject of LHC physics is at present a gigantic work in progress and we are

not at the end of a particular phase where a sharp line can easily be drawn.
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Rather, in my presentation I will briefly review the conceptual status of particle

physics at present while we eagerly wait for the start up of the LHC.

2 The Result of Precision Tests of the Standard Model

The results of the electroweak precision tests as well as of the searches for

the Higgs boson and for new particles performed at LEP and SLC are now

available in nearly final form. Taken together with the measurements of mt,

mW and the searches for new physics at the Tevatron, and with some other

data from low energy experiments, they form a very stringent set of precise

constraints 1) to compare with the Standard Model (SM) or with any of its

conceivable extensions. When confronted with these results, on the whole the

SM performs rather well, so that it is fair to say that no clear indication for

new physics emerges from the data 2). The main lesson of precision tests of

the standard electroweak theory can be summarised as follows. The couplings

of quark and leptons to the weak gauge bosons W± and Z are indeed precisely

those prescribed by the gauge symmetry. The accuracy of a few per-mille

for these tests implies that, not only the tree level, but also the structure of

quantum corrections has been verified. To a lesser accuracy the triple gauge

vertices γWW and ZWW have also been found in agreement with the specific

prediction of the SU(2)
⊗

U(1) gauge theory. This means that it has been

verified that the gauge symmetry is unbroken in the vertices of the theory: the

currents are indeed conserved. Yet there is obvious evidence that the symmetry

is otherwise badly broken in the masses. Thus the currents are conserved

but the spectrum of particle states is not at all symmetric. This is a clear

signal of spontaneous symmetry breaking. The practical implementation of

spontaneous symmetry breaking in a gauge theory is via the Higgs mechanism.

The Higgs sector of the SM is still very much untested. What has been tested is

the relation m2
W = m2

Z cos2 θW , modified by computable radiative corrections.

This relation means that the effective Higgs (be it fundamental or composite)

is indeed a weak isospin doublet. The Higgs particle has not been found but in

the SM its mass can well be larger than the present direct lower limit mH >∼
114 GeV obtained from direct searches at LEP-2. The radiative corrections

computed in the SM when compared to the data on precision electroweak tests

lead to a clear indication for a light Higgs, not too far from the present lower

bound. No signal of new physics has been found. However, to make a light



Higgs natural in presence of quantum fluctuations new physics should not be

too far. This is encouraging for the LHC that should experimentally clarify the

problem of the electroweak symmetry breaking sector and search for physics

beyond the SM.

3 Outlook on Avenues beyond the Standard Model

Given the success of the SM why are we not satisfied with that theory? Why

not just find the Higgs particle, for completeness, and declare that particle

physics is closed? The reason is that there are both conceptual problems and

phenomenological indications for physics beyond the SM. On the conceptual

side the most obvious problems are that quantum gravity is not included in

the SM and the related hierarchy problem. Among the main phenomenological

hints for new physics we can list coupling unification, dark matter, neutrino

masses, baryogenesis and the cosmological vacuum energy.

The computed evolution with energy of the effective SM gauge couplings

clearly points towards the unification of the electro-weak and strong forces

(Grand Unified Theories: GUT’s) at scales of energy MGUT ∼ 1015−1016 GeV

which are close to the scale of quantum gravity, MPl ∼ 1019 GeV . One is led

to imagine a unified theory of all interactions also including gravity (at present

superstrings provide the best attempt at such a theory). Thus GUT’s and

the realm of quantum gravity set a very distant energy horizon that modern

particle theory cannot ignore. Can the SM without new physics be valid up

to such large energies? This appears unlikely because the structure of the

SM could not naturally explain the relative smallness of the weak scale of

mass, set by the Higgs mechanism at µ ∼ 1/
√

GF ∼ 250 GeV with GF being

the Fermi coupling constant. This so-called hierarchy problem is related to

the presence of fundamental scalar fields in the theory with quadratic mass

divergences and no protective extra symmetry at µ = 0. For fermion masses,

first, the divergences are logarithmic and, second, they are forbidden by the

SU(2)
⊗

U(1) gauge symmetry plus the fact that at m = 0 an additional

symmetry, i.e. chiral symmetry, is restored. Here, when talking of divergences,

we are not worried of actual infinities. The theory is renormalisable and finite

once the dependence on the cut off is absorbed in a redefinition of masses and

couplings. Rather the hierarchy problem is one of naturalness. We should see

the cut off as a parameterization of our ignorance on the new physics that
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will modify the theory at large energy scales. Then it is relevant to look at

the dependence of physical quantities on the cut off and to demand that no

unexplained enormously accurate cancellations arise.

The hierarchy problem can be put in very practical terms: loop corrections

to the higgs mass squared are quadratic in Λ. The most pressing problem is

from the top loop. With m2
h = m2

bare + δm2
h the top loop gives

δm2
h|top ∼ 3GF√

2π2
m2

t Λ
2 ∼ (0.3Λ)2 (1)

If we demand that the correction does not exceed the light Higgs mass

indicated by the precision tests, Λ must be close, Λ ∼ o(1 TeV ). Similar

constraints arise from the quadratic Λ dependence of loops with gauge bosons

and scalars, which, however, lead to less pressing bounds. So the hierarchy

problem demands new physics to be very close (in particular the mechanism

that quenches the top loop). Actually, this new physics must be rather special,

because it must be very close, yet its effects are not clearly visible (the ”LEP

Paradox” 3)). Examples of proposed classes of solutions for the hierarchy

problem are:

Supersymmetry. In the limit of exact boson-fermion symmetry the

quadratic divergences of bosons cancel so that only log divergences remain.

However, exact SUSY is clearly unrealistic. For approximate SUSY (with soft

breaking terms), which is the basis for all practical models, Λ is replaced by

the splitting of SUSY multiplets, Λ ∼ mSUSY − mord. In particular, the top

loop is quenched by partial cancellation with s-top exchange.

Technicolor. The Higgs system is a condensate of new fermions. There

are no fundamental scalar Higgs sector, hence no quadratic devergences asso-

ciated to the µ2 mass in the scalar potential. This mechanism needs a very

strong binding force, ΛTC ∼ 103 ΛQCD. It is difficult to arrange that such

nearby strong force is not showing up in precision tests. Hence this class of

models has been disfavoured by LEP, although some special class of models

have been devised aposteriori, like walking TC, top-color assisted TC etc (for

recent reviews, see, for example, 5)).

Large compactified extra dimensions. The idea is that MPL appears

very large, that is gravity seems very weak because we are fooled by hidden

extra dimensions so that the real gravity scale is reduced down to o(1 TeV ).

This possibility is very exciting in itself and it is really remarkable that, in



some forms, it is compatible with experiment.

”Little Higgs”models. In these models extra symmetries allow mh �= 0

only at two-loop level, so that Λ can be as large as o(10 TeV ) with the Higgs

within present bounds (the top loop is quenched by exchange of heavy vectorlike

new charge-2/3 quarks).

We now briefly comment in turn on these possibilities.

SUSY models are the most developed and most widely accepted. Many

theorists consider SUSY as established at the Planck scale MPl. So why not

to use it also at low energy to fix the hierarchy problem, if at all possible? It

is interesting that viable models exist. The necessary SUSY breaking can be

introduced through soft terms that do not spoil the good convergence prop-

erties of the theory. Precisely those terms arise from supergravity when it is

spontaneoulsly broken in a hidden sector. This is the case of the MSSM 6).

Of course, minimality is only a simplicity assumption that could possibly be

relaxed. For example, adding an additional Higgs singlet S helps in addressing

naturalness constraints 4). The MSSM is a completely specified, consistent

and computable theory which is compatible with all precision electroweak tests.

In this most traditional approach SUSY is broken in a hidden sector and the

scale of SUSY breaking is very large of order Λ ∼
√

G
−1/2

F MPl. But since the

hidden sector only communicates with the visible sector through gravitational

interactions the splitting of the SUSY multiplets is much smaller, in the TeV

energy domain, and the Goldstino is practically decoupled. But alternative

mechanisms of SUSY breaking are also being considered. In one alternative

scenario 7) the (not so much) hidden sector is connected to the visible one by

ordinary gauge interactions. As these are much stronger than the gravitational

interactions, Λ can be much smaller, as low as 10-100 TeV. It follows that the

Goldstino is very light in these models (with mass of order or below 1 eV typi-

cally) and is the lightest, stable SUSY particle, but its couplings are observably

large. The radiative decay of the lightest neutralino into the Goldstino leads

to detectable photons. The signature of photons comes out naturally in this

SUSY breaking pattern: with respect to the MSSM, in the gauge mediated

model there are typically more photons and less missing energy. The main ap-

peal of gauge mediated models is a better protection against flavour changing

neutral currents but naturality problems tend to increase. As another pos-

sibility it has been pointed out that there are pure gravity contributions to
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soft masses that arise from gravity theory anomalies 8). In the assumption

that these terms are dominant the associated spectrum and phenomenology

have been studied. In this case gaugino masses are proportional to gauge cou-

pling beta functions, so that the gluino is much heavier than the electroweak

gauginos, and the wino is most often the lightest SUSY particle.

What is really unique to SUSY with respect to all other extensions of the

SM listed above is that the MSSM or similar models are well defined and com-

putable up to MPl and, moreover, are not only compatible but actually quan-

titatively supported by coupling unification and GUT’s. At present the most

direct phenomenological evidence in favour of supersymmetry is obtained from

the unification of couplings in GUTs. Precise LEP data on αs(mZ) and sin2 θW

show that standard one-scale GUTs fail in predicting sin2 θW given αs(mZ)

(and α(mZ)) while SUSY GUTs are in agreement with the present, very pre-

cise, experimental results. If one starts from the known values of sin2 θW and

α(mZ), one finds 11) for αs(mZ) the results: αs(mZ) = 0.073±0.002 for Stan-

dard GUTs and αs(mZ) = 0.129±0.010 for SUSY GUTs to be compared with

the world average experimental value αs(mZ) = 0.119 ± 0.003. Another great

asset of SUSY GUT’s is that proton decay is much slowed down with respect

to the non SUSY case. First, the unification mass MGUT ∼ few 1016 GeV,

in typical SUSY GUT’s, is about 20-30 times larger than for ordinary GUT’s.

This makes p decay via gauge boson exchange negligible and the main decay

amplitude arises from dim-5 operators with higgsino exchange, leading to a

rate close but still compatible with existing bounds (see, for example, 9)). It

is also important that SUSY provides an excellent dark matter candidate, the

neutralino. We finally recall that the range of neutrino masses as indicated by

oscillation experiments, when interpreted in the see-saw mechanism, point to

MGUT and give additional support to GUTs 10).

In spite of all these virtues it is true that the lack of SUSY signals at LEP

and the lower limit on mH pose problems for the MSSM. The lightest Higgs

particle is predicted in the MSSM to be below mh
<∼ 135 GeV (the recent in-

crease of mt helps in this respect). The limit on the SM Higgs mH
>∼ 114 GeV

considerably restricts the available parameter space of the MSSM requiring rel-

atively large tanβ (tanβ >∼ 2 − 3: at tree level m2
h = m2

Z cos2 2β) and rather

heavy s-top (the loop corrections increase with log m̃2
t ). Stringent naturality

constraints also follow from imposing that the electroweak symmetry break-



ing occurs at the right place: in SUSY models the breaking is induced by the

running of the Hu mass starting from a common scalar mass m0 at MGUT .

The squared Z mass m2
Z can be expressed as a linear combination of the SUSY

parameters m2
0, m2

1/2
, A2

t , µ2,... with known coefficients. Barring cancella-

tions that need fine tuning, the SUSY parameters, hence the SUSY s-partners

cannot be too heavy. The LEP limits, in particular the chargino lower bound

mχ+
>∼ 100 GeV , are sufficient to eliminate an important region of the pa-

rameter space, depending on the amount of allowed fine tuning. For example,

models based on gaugino universality at the GUT scale are discarded unless a

fine tuning by at least a factor of 20 is not allowed. Without gaugino universal-

ity 12) the strongest limit remains on the gluino mass: m2
Z ∼ 0.7 m2

gluino + . . .

which is still compatible with the present limit mgluino
>∼ 200 GeV .

The non discovery of SUSY at LEP has given further impulse to the

quest for new ideas on physics beyond the SM. Large extra dimensions 13)

and ”little Higgs” 14) models are the most interesting new directions in model

building. Large extra dimension models propose to solve the hierarchy problem

by bringing gravity down from MPl to m ∼ o(1 TeV ) where m is the string

scale. Inspired by string theory one assumes that some compactified extra

dimensions are sufficiently large and that the SM fields are confined to a 4-

dimensional brane immersed in a d-dimensional bulk while gravity, which feels

the whole geometry, propagates in the bulk. We know that the Planck mass

is large because gravity is weak: in fact GN ∼ 1/M2
Pl, where GN is Newton

constant. The idea is that gravity appears so weak because a lot of lines of force

escape in extra dimensions. Assume you have n = d− 4 extra dimensions with

compactification radius R. For large distances, r >> R, the ordinary Newton

law applies for gravity: in natural units F ∼ GN/r2 ∼ 1/(M2
Plr

2). At short

distances, r <∼ R, the flow of lines of force in extra dimensions modifies Gauss

law and F−1 ∼ m2(mr)d−4r2. By matching the two formulas at r = R one

obtains (MPl/m)2 = (Rm)d−4. For m ∼ 1 TeV and n = d − 4 one finds that

n = 1 is excluded (R ∼ 1015cm), for n = 2 R is at the edge of present bounds

R ∼ 1 mm, while for n = 4, 6, R ∼ 10−9, 10−12 cm. In all these models a

generic feature is the occurrence of Kaluza-Klein (KK) modes. Compactified

dimensions with periodic boundary conditions, as for quantization in a box,

imply a discrete spectrum with momentum p = n/R and mass squared m2 =

n2/R2. There are many versions of these models. The SM brane can itself
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have a thickness r with r <∼ 10−17 cm or 1/r >∼ 1 TeV , because we

know that quarks and leptons are pointlike down to these distances, while for

gravity there is no experimental counter-evidence down to R <∼ 0.1 mm or

1/R >∼ 10−3 eV . In case of a thickness for the SM brane there would be KK

recurrences for SM fields, like Wn, Zn and so on in the TeV region and above.

There are models with factorized metric (ds2 = ηµνdxµdxν + hij(y)dyidyj ,

where y (i,j) denotes the extra dimension coordinates (and indices), or models

with warped metric (ds2 = e−2kR|φ|ηµνdxµdxν −R2φ2 15). In any case there

are the towers of KK recurrences of the graviton. They are gravitationally

coupled but there are a lot of them that sizably couple, so that the net result

is a modification of cross-sections and the presence of missing energy.

Large extra dimensions provide a very exciting scenario 16). Already

it is remarkable that this possibility is compatible with experiment. However,

there are a number of criticisms that can be brought up. First, the hierarchy

problem is translated in new terms rather than solved. In fact the basic relation

Rm = (MPl/m)2/n shows that Rm, which one would apriori expect to be 0(1),

is instead ad hoc related to the large ratio MPl/m. In this respect the Randall-

Sundrum variety is more appealing because the hierarchy suppression mW /MPl

could arise from the warping factor e−2kR|φ|, with not too large values of kR.

Also it is not clear how extra dimensions can by themselves solve the LEP

paradox (the large top loop corrections should be controlled by the opening of

the new dimensions and the onset of gravity): since mH is light Λ ∼ 1/R must

be relatively close. But precision tests put very strong limits on Λ In fact in

typical models of this class there is no mechanism to sufficiently quench the

corrections. No simple, realistic model has yet emerged as a benchmark. But

it is attractive to imagine that large extra dimensions could be a part of the

truth, perhaps coupled with some additional symmetry or even SUSY.

In the extra dimension general context an interesting direction of devel-

opment is the study of symmetry breaking by orbifolding and/or boundary

conditions. These are models where a larger gauge symmetry (with or without

SUSY) holds in the bulk. The symmetry is reduced in the 4 dimensional brane,

where the physics that we observe is located, as an effect of symmetry break-

ing induced geometrically by suitable boundary conditions. There are models

where SUSY, valid in n > 4 dimensions is broken by boundary conditions 17),

in particular the model of ref. 18), where the mass of the Higgs is computable



and can be extimated with good accuracy. Then there are ”Higgsless models”

where it is the SM electroweak gauge symmetry which is broken at the bound-

aries 19). Or models where the Higgs is the 5th component of a gauge boson

of an extended symmetry valid in n > 4 20). In general all these alternative

models for the Higgs mechanism face severe problems and constraints from elec-

troweak precision tests 21). Some modern versions of technicolour can also

be obtained from extra dimensions and the AdS/CFT correspondence 22). At

the GUT scale, symmetry breaking by orbifolding can be applied to obtain a

reformulation of SUSY GUT’s where many problematic features of ordinary

GUT’s (e.g. a baroque Higgs sector, the doublet-triplet splitting problem, fast

proton decay etc) are improved 23), 16).

In ”little Higgs” models the symmetry of the SM is extended to a suitable

global group G that also contains some gauge enlargement of SU(2)
⊗

U(1),

for example G ⊃ [SU(2)
⊗

U(1)]2 ⊃ SU(2)
⊗

U(1). The Higgs particle is a

pseudo-Goldstone boson of G that only takes mass at 2-loop level, because two

distinct symmetries must be simultaneously broken for it to take mass, which

requires the action of two different couplings in the same diagram. Then in the

relation between δm2
h and Λ2 there is an additional coupling and an additional

loop factor that allow for a bigger separation between the Higgs mass and

the cut-off. Typically, in these models one has one or more Higgs doublets

at mh ∼ 0.2 TeV , and a cut-off at Λ ∼ 10 TeV . The top loop quadratic

cut-off dependence is partially cancelled, in a natural way guaranteed by the

symmetries of the model, by a new coloured, charge-2/3, vectorial quark χ of

mass around 1 TeV (a fermion not a scalar like the s-top of SUSY models).

Certainly these models involve a remarkable level of group theoretic virtuosity.

However, in the simplest versions one is faced with problems with precision

tests of the SM 24). Even with vectorlike new fermions large corrections to

the epsilon parameters arise from exchanges of the new gauge bosons W ′ and

Z ′ (due to lack of custodial SU(2) symmetry). In order to comply with these

constraints the cut-off must be pushed towards large energy and the amount of

fine tuning needed to keep the Higgs light is still quite large. Probably these

bad features can be fixed by some suitable complication of the model (see for

example, 25)). But, in my opinion, the real limit of this approach is that

it only offers a postponement of the main problem by a few TeV, paid by a

complete loss of predictivity at higher energies. In particular all connections
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to GUT’s are lost.

Finally, we stress the importance of the dark matter and of the cosmologi-

cal constant or vacuum energy problem 26). In fact, we know by now 27) that

most of the (flat) Universe is not made up of atoms: Ωtot ∼ 1, Ωbaryonic ∼ 0.044,

Ωmatter ∼ 0.27, where Ω is the ratio of the density to the critical density. Most

is Dark Matter (DM) and Dark Energy (DE). We also know that most of DM

must be cold (non relativistic at freeze-out) and that significant fractions of hot

DM are excluded. Neutrinos are hot DM (because they are ultrarelativistic at

freeze-out) and indeed are not much cosmo-relevant: Ων
<∼ 0.015. Identification

of DM is a task of enormous importance for both particle physics and cosmol-

ogy. If really neutralinos are the main component of DM they will be discovered

at the LHC and this will be a great service of particle physics to cosmology.

Also, these results on cosmological parameters have shown that vacuum energy

accounts for about 2/3 of the critical density: ΩΛ ∼ 0.65, Translated into famil-

iar units this means for the energy density ρΛ ∼ (2 10−3 eV )4 or (0.1 mm)−4.

It is really interesting (and not at all understood) that ρ
1/4

Λ
∼ Λ2

EW /MPl (close

to the range of neutrino masses). It is well known that in field theory we expect

ρΛ ∼ Λ4
cutoff . If the cut off is set at MPl or even at 0(1 TeV ) there would an

enormous mismatch. In exact SUSY ρΛ = 0, but SUSY is broken and in pres-

ence of breaking ρ
1/4

Λ
is in general not smaller than the typical SUSY multiplet

splitting. Another closely related problem is ”why now?”: the time evolution of

the matter or radiation density is quite rapid, while the density for a cosmolog-

ical constant term would be flat. If so, them how comes that precisely now the

two density sources are comparable? This suggests that the vacuum energy is

not a cosmological constant term, buth rather the vacuum expectation value of

some field (quintessence) and that the ”why now?” problem is solved by some

dynamical mechanism.

Clearly the cosmological constant problem poses a big question mark

on the relevance of naturalness as a relevant criterion also for the hierarchy

problem: how we can trust that we need new physics close to the weak scale

out of naturalness if we have no idea on the solution of the cosmological constant

huge naturalness problem? The common answer is that the hierarchy problem

is formulated within a well defined field theory context while the cosmological

constant problem makes only sense within a theory of quantum gravity, that

there could be modification of gravity at the sub-eV scale, that the vacuum



energy could flow in extra dimensions or in different Universes and so on. At the

other extreme is the possibility that naturalness is misleading. Weinberg 28)

has pointed out that the observed order of magnitude of Λ can be successfully

reproduced as the one necessary to allow galaxy formation in the Universe. In a

scenario where new Universes are continuously produced we might be living in a

very special one (largely fine-tuned) but the only one to allow the development

of an observer. One might then argue that the same could in principle be true

also for the Higgs sector. Recently it was suggested 29) to abandon the no-

fine-tuning assumption for the electro-weak theory, but require correct coupling

unification, presence of dark matter with weak couplings and a single scale of

evolution from the EW to the GUT scale. A ”split SUSY” model arises as a

solution with a fine-tuned light Higgs and all SUSY particles heavy except for

gauginos, higgsinos and neutralinos, protected by chiral symmetry. Or we can

have a two-scale non-SUSY GUT with axions as dark matter. In conclusion,

it is clear that naturalness can be a good heuristic principle but you cannot

prove its necessity.

4 Summary and Conclusion

Supersymmetry remains the standard way beyond the SM. What is unique to

SUSY, beyond leading to a set of consistent and completely formulated models,

as, for example, the MSSM, is that this theory can potentially work up to the

GUT energy scale. In this respect it is the most ambitious model because it

describes a computable framework that could be valid all the way up to the

vicinity of the Planck mass. The SUSY models are perfectly compatible with

GUT’s and are actually quantitatively supported by coupling unification and

also by what we have recently learned on neutrino masses. All other main ideas

for going beyond the SM do not share this synthesis with GUT’s. The SUSY

way is testable, for example at the LHC, and the issue of its validity will be

decided by experiment. It is true that we could have expected the first signals

of SUSY already at LEP, based on naturality arguments applied to the most

minimal models (for example, those with gaugino universality at asymptotic

scales). The absence of signals has stimulated the development of new ideas

like those of large extra dimensions and ”little Higgs” models. These ideas are

very interesting and provide an important referfence for the preparation of LHC

experiments. Models along these new ideas are not so completely formulated
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and studied as for SUSY and no well defined and realistic baseline has sofar

emerged. But it is well possible that they might represent at least a part of the

truth and it is very important to continue the exploration of new ways beyond

the SM.
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Fabrizio.gasparini@pd.infn.it

Ugo Gasparini INFN Padova
Ugo.gasparini@pd.infn.it

Paolo Gauzzi Università di Roma “La Sapienza”
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Sergio.patricelli@na.infn.it

Andrea Perrotta INFN Bologna
Andrea.perrotta@bo.infn.it

Davide Piccolo INFN Napoli
Davide.piccolo@na.infn.it

260 Partecipants



Giovanni Polese Università di Napoli “Federico II”
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Adele.rimoldi@pv.infn.it

Andrea Rizzi Scuola Normale Superiore Pisa
Andrea.rizzi@sns.it

Gigi Rolandi CERN
Gigi.rolandi@cern.ch

Lucio Rossi CERN
Lucio.rossi@cern.ch

Matteo Sani Università and INFN di Firenze
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